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Scientific Notation

In scientific notation, a number can be expressed in the form
x=+rx10™

where 7" is a coefficient in the range 1 <r<10 and mis the exponent.
3

11657 = 1.1¢5 73 % 10

0.0004728 =
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Error in Numerical Methods

* Every result we compute in Numerical Methods contain errors!

e We always have them... so our job? Reduce the impact of the

CIrrors

e How can we model the error?

N\
X =Arue (exact ) X = OPproa
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* Absolute errors can be misleading, depending on the ma%nitude

of the true value x.

* Example: Ax — 10

b)elos 0+ 10 /
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bi>>(.-10 — 10 £ 10

e Relative error is independent of magnitude!
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You are tasked with measuring the height of a tree which is known to be exactly
170 ft tall. You later realized that your measurement tools are somewhat faulty,

up to a relative error of 10%. What is the maximum measurement for the tree
height (humbers rounded to 3 sig figs)?

Weel. pe / c< 357

A) 153 ft

B) 155 w = (30 L€
e = O .\

D) 189 ft

o . |x-k| = e \xl= Ix-x]
Ix\ A )
X = X(\’&)

_ o (VV) = \8% €€




You are tasked with measuring the height of a tree and you get the
measurement as 170 ft tall. You later realized that your measurement tools are
somewhat faulty, up to a relative error of 10%. What is the minimum height of
the tree (numbers rounded to 3 sig figs) ?

A
A) 153 ft X =30 €
B) 155 ft e = O .|
C) 187 ft
% ( Lter)
D) 189 ft

X
C\*@) \
\'7'@ = 1883

18244
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Significant digits

Signiﬁcant figures of a number are digits that carry meaningfui
information. They are digits beginning to the leftmost nonzero digit
and ending with the rightmost “correct” digit, including final zeros

that are exact. 2
The number 3.14159 has significant digits.

The number 0.00035 has 2‘ significant digits.
The number 0.000350 has 3 significant digits.

Accurate to n Significant digits means that you can trust a total of n

digits. Accurate digits is a measure of relative error.
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Suppose X is the true value and X the approximation.

The number of significant digits tells us about how many positions of X and X agree.

X has n significant figures of x if |x — X| has zeros in the first . decimal places counting

from the leftmost nonzero :leadingz digit of X, followed by a digit from O to 4.

Example:
x=51landx =5
x =051and x¥x = 0.5
x =5and X = 4.992
x =5and X = 4.996

5-5 -@.) — 136G
Ve N
05l _ 0.5 = [ojoﬂ — \siy R
_ {9
6l 4aa2 _,o-oj,o g —2sh
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S~ 4-9a¢g = 0,00,4 — = 73 $i%@‘@




e

Suppose X is the true value and X the approximation.
The number of significant digits tells us about how many positions of X and X agree.

X has n significant figures of x if |x — X| has zeros in the first n decimal places counting
from the leftmost nonzero (leading) digit of X, followed by a digit from O to 4.

Example: Ny
x = 3141592653 2.653x|0

A o
x= 204169 x0  x X =pW655

& 2f0s —— 6 s('@%‘gg 5
-3\41\S 0/86(580[268‘3 ——90Q2655><\D
., 4 2008 gstgsgﬁs p
X =316 X -X 20go000734 = 0434 x I

S —
A -
QQ\S\Y~X\<5><\O
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/ Suppose X is the true value and X the approximation. [/Oha/{' [—ﬁ l Y\SW e 2\
hod X = g x 0" :

The number of significant digits tells us about how many positions of X and X agree.

X has n significant figures of x if |x — X| has zeros in the first n decimal places counting

from the leftmost nonzero (leading) digit of X, followed|by a digit from O to 4.

Example: P ~f P

A A
wo P46 x0T x X - 066666?@55

€ 2oS — ;

6 sigfigs

P
- 3415 0666801251?5 5 0.9265%D "0
4 2005 gstggﬁs <
A
x =3.1416 X -X 0000007347 = 04341 x D D

—

\eq{: I -x | 5y 10
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Accurate to n signiﬁcant digits means that you can trust a total of n

digits. Accurate digits is a measure of relative error.

|Xexact _xapprox| < 10-"+1

|Xexactl

Relative error: error =

N is the number of accurate significant digits

Hono o rtol = 0=
-V we  naed at least

er < 5 X 10 n=3 sigbgs -

“N+ | /




e

After rounding, the resulting number has 5 accurate digits. What is the tightest
estimate of the upper bound on my relative error?

A) 10°

_ 54 ki

B) 107> Cr < 10 —, &S0

¢) 104
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Sources of Error

Main source of errors in numerical computation:

* Rounding error: occurs when digits in a decimal
point (1/3 = 0.3333...) are lost (0.3333) due to a limit

on the memory available for storing one numerical

value.

® Truncation error: occurs when discrete values are
used to approximate a mathematical expression (eg. the

approximation Sin(@) = O for small angles 0)




Floating point representation
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(Unsigned) leed -point representa’uon

The numbers are stored with a fixed number of bits for the integer part

and a fixed number of bits for the fractional part.

Suppose we have 8 bits to store a real number, where 5 bits store the

integer part and 3 bits store the fractional part:
7 LS 2 bits
/—\m T
(10111.01 1) 2,

2423 22 91 90 271272 273 L2

‘ (

Smallest number: ( O DOOO DO l 2 ,@ [ZS

Largest number: L \, \ \\ \ . (\f\\l}?_ — (3\ .3 ‘?5} (O

(1\\

/
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(Unsigned) Fixed-point representation

Suppose we have 64 bits to store a real number, where 32 bits store the

integer part and 32 bits store the fractional part:

(a31 .. A A1Ap. blbng b32)2 — 2 (08 % Zk + z bk 2_k

= az1X 2°1+ageXx 2%0+4 -+ agx 2°+by X 271 +by X 2%+ - +b2><2-32

Tl i 22
Slest - QQ0O - . - DO, éé@ -~ 90 L/ - 2“3; LO’]O
32 bits
\mﬂm’r; K\\\---&\.\\\ . BN
— g 4
o= - .
0 10 10 o

- /
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(Unsigned) Fixed-point representation

Range: difference between the largest and smallest numbers possible.

More bits for the integer part — increase range

Precision: smallest possible difference between any two numbers

More bits for the fractional part — increase precision

(ayaiaq.bybyb3), OR (aya9.by1bybsby,),

Wherever we put the binary point, there is a trade-off between the
amount of range and precision. It can be hard to decide how much
you need of each!

-




Floating-point numbers

A ﬂoating—point number can represent numbers of different order of
magnitude (very large and very small) with the same number of fixed bits.

In general, in the binary system, a floating number can be expressed as
Hlg|x 2
X =( + @ X 28
P

q is the significand, normally a fractional value in the range 11.0,2.0)

m is the exponent
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Floating-point numbers
\D\

. )
Numerical Form: w&* /\/’j
B

X = ‘I_'q X Zm = bO b1b2b3

—_— |

Fractional part of significand
(n bits)

b; € {0,1}
Exponent range: 77,%\6 |L, U

PreCISlon = nﬁ_( r(_\> # OX— \pﬁg LV Slgvuéw
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“Floating” the binary point

1
(1011.1), = 1X8 4+ 0x4 + 1x2 4+ 1x1 + 1><§ = (11.5)4¢

(10111), = 1x16 + 0x8 + 1x4 + 1x2 + 1x1 = (23)4,
= (1011.1),% 21= (23)4,
1 1
(101.11); = 1x4 + 0X2 + 1x1 + 1X - + 1x 2 = (5.75)4

= (1011.1),%x 271= (5.75) 4,

Move “binary point” to the left by one bit position: Divide the decimal
number by 2
Move “binary point” to the right by one bit position: Multiply the decimal

number by 2
\_ y
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Converting floating points

Convert (39.6875)19 = (1001/]71.1011)2 into floating point

representati
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Fixed as one 2
Normalized floating-point numbers

Normalized floati g point numbers are expressed as
x=-|_-1.b1b2b3 bXZm +1f>( Zm

where f is the fractional part of the significand, m is the exponent and

b; € {0,1}.

, \ dden bit
o Fix 12 M‘\% ot 0 L YQSV@S@@T@D

mj‘g@ méfLUkuPW é%ﬁi\?ﬁ&b

oy

_ E&cxgmﬁ — N+ )J V} 1o g e of oS
N 4 S S%fed - N

i Ho {pchond ;}aﬁr
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Iclicker question

Determine the normalized ﬂoating point representation
1. f X 2™ of the decimal number x = 47.125 (f in binary

representation and M in decimal)

A) (1.01
B) (1.01

(1.01
D) (1.01

10001), x 2°
10001), x 2%
11001), x 2°
11001), x 2%

=
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Normalized floating-point numbers

° Exponent range: m G ZL [ \) ] li
* Precision: F — \ﬂ.&.\ N # ‘lo[fg 12(\ O\df@\/@\)

* Smallest pOSItlve normahzed FP number:

Lo - O K)FL 0 S

N
* Largest p051tlve normahzed FPMUCF

tl
TR §)®H~ 2" (1-
- N L

]

7
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Normalized floating point number scale

r\@VM%m;
1 '(\mc%ntjﬂ(
yunderHows
<—s - o X0
— L— @_‘>
= — I | 1 g T©
¢ | [ | 1
OF L _0FL 0 uRL oFL
- : o | 5
ot oo\ d Normolized
£7 nuomers PP numbers
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Floating-point numbers: Simple example
A ”toy” number system can be represented as X = +1. b b, x2™M
for m € [—4,4] and b; € {0,1}.
M= O M=\ M=z =3 M=%
’
x= Loox2 |L00x2
.ol x2’
VO x 2 '
1{0 x\ }(20 \,o\/\ ><2
YW\ = ~ \ — 2\ — 2 PL}
- /
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Floating-point numbers: Simple example

A ”toy” number system can be represented as X = +1. b b, x2™M
for m € [—4,4] and b; € {0,1}.

(1.00), x2° =1 (1.00), x2t =2 (1.00), x2% = 4.0

(1.01), x2° =125  (1.01), x2! = 2.5 (1.01), x2%2 = 5.0

(1.10), x2° = 1.5 (1.10), x21 = 3.0 (1.10), x2%2 = 6.0

(1.11), x2° =175  (1.11), x2! = 3.5 (1.11), x22 = 7.0

(1.00), x23 = 8.0 (1.00), x2* = 16.0 (1.00), x271 =0.5
(1.01), x23 = 10.0 (1.01), x2* = 20.0 (1.01), x271 = 0.625
(1.10), x2° = 12.0 (1.10), x2* = 24.0 (1.10), x2~1 = 0.75
(1.11), x23 = 14.0 W1.11)2 x2% = 28.0 (1.11), x2~1 = 0.875
(1.00); x272 =0.25 (1.00), X273 = 0.125 (1.00), x2™* = 0.0625

(1.01); x272 = 0.3125  (1.01), x27% = 0.15625 — (1.01), x27* = 0.078125
(1.10), X272 =0.375  (1.10), X273 = 0.1875 (1.10), x27* = 0.09375
(1.11), X272 = 04375  (1.11), x273 = 0.21875 = (1.11), x27* = 0.109375

Same steps are performed to obtain the negative numbers. For simplicity, we

kwill show only the positive numbers in this example. /




x = +1. b1b2><2 for m E 44] and b; € {O 1}

05 NoT wnt /Fnrm M(ﬁotﬁbon

1.00 aEnNseees ¢ ¢ o o . . . P °

0.95
0 5 10 15 20 25

* Smallest normalized positive number:

. Largest normalized positive number:

\ Zu+ ( AF)J m e T-4.4]

PY@C\S\D\/\ /P AL = 3

-
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Machine epsilon Ep =

ﬁv)(\ N

J

* Machine epsilon (€;): is defined asthe distance (gap) between 1 and the

next largest ﬂoating point number.

x = 11.b1by;X2™ for m € [—4,4] and b; € {0,1}

> | [
8.00 025 050 075 1.p0 1.5 1.50 1.75  2.00
Cn=0.25
oneg: 1.OO0 -. . 900 x ° &Q
T nens 0.000 001X
). 0oo - .00} x2 R o
N WeRs — 2"y




Machine numbers: how floating point

numbers are stored?
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Floating-point number representation

What do we need to store when representing ﬂoating point

numbers in a computer?

x =+1.fx 2™

x = | & m f

\ ) J\ )
| | |

sign exponent significand

Initially, different floating-point representations were used in computers,

generating inconsistent program behavior across different machines.

Around 1980s, computer manufacturers started adopting a standard

representation for floating-point number: IEEE (Institute of Electrical and
\__ Electronics Engineers) 754 Standard.
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Floating-point number representation

Numerical form: / WME[L, 0]
x =+ 1.f X 2@ , @:j(
S\%V\
Representation 1n memory:
x= |t C 52
SToess THE

C — MYt S Sf\hcf SUIFTED ExPoNENT

T i e
\U\B\%Y\Qé\ oF AL AL /
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Precisions:
IEEE-754 Single precision (32 bits):
C VA
X = 3 bs 2% bits
UDLT %kbzbz - - brs
IEEE-754 Double precision (64 bits):
C. 5
x= || ] bts 57 vits
\b(t b\,\QZ\OS _ - = = bgﬂz_

- /




gmb% = X b %@

Stote !

—~

N@OOOOODD> = O
LA ), =255

BSWQ& coxs (sove for later L)
L < mishtt< 254

—shwit = o7

126 <M g \z:{mew
IE =

—
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