Eigenvalues and Eigenvectors
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Few concepts to remember from
linear algebra

Let A be an 1 X M matrix and the linear transformation y = Ax

A
XERM->yeR"
* Rank: maximum number of linearly independent columns or rows of A
. Range(A) = {y = Ax | Vx}

 Null(4A) ={x| Ax = 0}
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Eigenvalue problem

Let A be an n X N matrix:

X # 0isan eigenvector of A if there exists a scalar A such that

Ax=A1x

where A is called an eigenvalue.

If X is an eigenvector, then QX is also an eigenvector. Therefore, we will

usually seek for normalized eigenvectors, so that

Ix]l =1

\_ Note: When using Python, numpy.linalg.eig will normalize using p=2 norm. /
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How do we find eigenvalues?

Linear algebra approach:

Ax=A1x
(A-A1Dx=0

Therefore the matrix (4 — A I) is singular = det(A —AI) =0
p(A) = det(A — A1) is the characteristic polynomial of degree 1.
In most cases, there is no analytical formula for the eigenvalues of a
matrix (Abel proved in 1824 that there can be no formula for the roots

of a polynomial of degree 5 or higher) = Approximate the
eigenvalues numerically!
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Diagonalizable Matrices

A n X n matrix A with n linearly independent eigenvectors U is said to be

diagonalizable.
\ , x VT
A ul = /11 ul) [ A ]‘\4{4 J,z - - gﬂ:l = gl %1(52 -7 )\Iqu
Au, = 1, uy, - C T | | | |
nxnNn nNxwn nx W
Au, =1, u , Ny
" o - dt l(l¢ --- (‘b\ [ )*z:ﬁ ‘\
TY T IL?
- | Similarchy
AVU-UD —|A=UDV | uckormation
= - - - | e of A

U oists sine A Tos n linearly indeencent
A ,Q;%/h\led“m , Y




e

Example A=(

2
4
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2) det (2

— A
4

(2 — (0)

Solution of characteristic polynomial gives: 4; = 4,4, =0

To get the eigenvectors, we solve: A X = A1 X
w)@)=0) ==0)
2 —1(0)> (2) N (8)

2—(4)
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(21 -1 1)
Example  a=(2 1) aee(*;* 1 )=0

Solution of characteristic polynomial gives: 4; = 4,4, =0

To get the eigenvectors, we solve: A X = A1 X
0.447

(2 — (4) 1 )<x1) _ (0) x = G) or normalized = (0.894)

4 2—(4))\x2 0 _
elgenvector

(p = 2 norm) —0.447

(2 _4(0) 2 —1(0)> (2) N (8) T (_21> o ( 8o )

0.894 0.894

Notes:
The matrix A is singular (det(A)=0), and rank(A4)=1

Since A has two linearly independent eigenvectors, the matrix U is full

\rank, and hence, the matrix A is diagonalizable.

/
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Example

The eigenvalues of the matrix:

_ (3 —18)
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(2 ) n)-(8)
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' |
{(‘}QB) The matrix A has only one eigenvalue with multiplicity 2 &%ngec}or.
&\\{C) Matrix A has only one linearly independent eigenvector \u/
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Let's look back at diagonalization...

1) Ifan X n matrix A hasn linearly independent eigenvectors X then A is
diagonalizable, i.e.,

A=UDU1

where the columns of U are the linearly independent normalized

eigenvectors X of A (which guarantees that U -1 exists) and D is a diagonal
matrix with the eigenvalues of A.

2) Ifan X n matrix A has less then 7 linearly independent eigenvectors,

the matrix is called defective (and therefore not diagonalizable).

3) fanXn symmetric matrix A has n distinct eigenvalues then A is
diagonalizable.
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A n X n symmetric matrix A with n distinct eigenvalues is
diagonalizable.

Suppose A,u and U, D are eigenpairs of A

Au=Au >\(L= Au
HY =AY ¢ N = T AL

yrh = AT’
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Some things to remember about eigenvalues:

* Eigenvalues can have zero value

* Eigenvalues can be negative

* Eigenvalues can be real or complex numbers

* AN X nreal matrix can have complex eigenvalues

* The eigenvalues of a 1 X 71 matrix are not necessarily unique. In fact,
we can define the multiplicity of an eigenvalue.

* Ifan X 1 matrix has 71 linearly independent eigenvectors, then the

matrix is diagonalizable
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How can we get eigenvalues numerically?

Assume that A is diagonalizable (i.e., it has 7 linearly independent eigenvectors
U). We can propose a vector X which is a linear combination of these
eigenvectors:

X =au; +au, + -+ a,uUu,

Ax - OC'AL*|+O(L'A‘\*1+—_~+O(1\ Alkn
bt Al =AW, o, Al s Ao

h e hoe assume ol

L% L > LAzl > 7 | M )

AX: O(\ )\,(L\+0(L/\ZLLL+ . D(Y\ >\Vl Uo
o
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Power lteration

Our goal is to find an eigenvector U; of A. We will use an iterative process,

where we start with an initial vector, where here we assume that it can be

written as a linear combination of the eigenvectors of A.

Xo = aq1Uuq + a,u, + -4 a,UuUn
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Power lteration

,\" 2.\"
xk = (Al)k lalul + az (A_Z) uz + -+ an (}{_n) un]
1 1

Assume that &y # 0, the term ;U dominates the others when Kk is

very large.

k
Since |A1|> |A3], we have (%) <« 1 when k is large
1

Hence, as k increases, X}, converges to a multiple of the first

eigenvector Uq, 1.€.,
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How can we now get the eigenvalues?

If X is an eigenvector of A such that
Ax=1x

then how can we evaluate the corresponding eigenvalue A?

‘ﬂﬁg\mﬁrym&mkl
x. Ax = Ax-X

N = % . AX or olso wrifHen as
/
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Normalized Power lteration

2\ )"
X = (Al)k [alul + a, (/1_2) u, + -+ an (A_n> un]
1 1

Xo = arbitrary nonzero vector

X0
xO =
|20 ||
fork =12, ...
Yk = AXxi_4
Vi
X, = ——
T el
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Normalized Power lteration

2\ 2\"
X = (Al)k [alul + (049 (A_2> u, + -+ an (A_n) un]
1 1

What if the starting vector X have no component in the dominant eigenvector Uy (a; = 0)?

¢ In Huory (imGnite predision I
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\ Wﬂen\‘ OZ’\ ) Demo “Power Iteration/
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Normalized Power lteration

1,\" 2\
xk = (Al)k [alul + az (A_z) uz + -+ an (A_n> un]
1 1

What if the first two largest eigenvalues (in magnitude) are the same, |44 |=|1,]?

k Demo “Power Iteration/
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Potential pitfalls

1. Starting vector Xg may have no component in the dominant eigenvector Uy (@; =
0). This is usually unlikely to happen if X¢ is chosen randomly, and in practice not a
problem because rounding will usually introduce such component.

2. Risk of eventual overflow (or underflow): in practice the approximated eigenvector is

normalized at each iteration (Normalized Power Iteration)

3. First two largest eigenvalues (in magnitude) may be the same: [A;| = |4;]. In this
case, power iteration will give a vector that is a linear combination of the
corresponding eigenvectors:

* Ifsigns are the same, the method will converge to correct magnitude of the
eigenvalue. If the signs are different, the method will not converge.

* Thisis a“real” problem that cannot be discounted in practice.
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Error

x = (A% [a1u1 + a; <
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Convergence and error
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Iclicker question

Suppose you are given a matrix with eigenvalues 3, 4, and 5.
You use (normalized) power iteration to approximate one of the eigenvectors

||x||. For simplicity, assume ||x|| = 1. Your initial guess X, has a norm of the
error ||x — Xo|| = 0.3.

How big will the error be after three rounds of normalized power iteration?

(Note that for normalized power iteration, all vectors under consideration
have norm 1, so the absolute and the relative error are the same.)

A) 0.1536
B) 0.192

) 0.09
D) 0.027
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Iclicker question

1 3

cigenvalues (4,2) and corresponding

The matrix A = (3 1) has u, L

eigenvectors #; = (1,1) and <
uz — (—1,1) Xo

Suppose we want to use the normalized power iteration, starting from

xo = (—0.5,0). Select the correct statement

A) Normalized power iteration will not converge

B) Normalized power iteration will converge to the eigenvector
corresponding to the eigenvalue 2.

C) Normalized power iteration will converge to the eigenvector

corresponding to the eigenvalue 4.

\ 4
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Iclicker qguestion

Suppose X is an eigenvector of A such that
Ax=1x
What is an eigenvalue of A~ 17

A) A

B) —1

C) 1/4

D) —>

E) Can’t tell without knowing A
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Inverse Power Method

Previously we learned that we can use the Power Method to obtain the

largest eigenvalue and corresponding eigenvector, by using the update
Xp+1 = A xy

Suppose there is a single smallest eigenvalue of A.With the previous

ordering

Al > [Az] = [Az] = - > |44
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Iclicker qguestion

x = x0/la.norm(x0) x = x0/la.norm(x0)
for k in range(30): for k in range(30):
}\) x = la.solve(A, X) ]3) x = la.inv(A)@x
x = x/la.norm(x) X = x/la.norm(x)

x=
(:) for k in range(30):

\gg) [ have no idea!

™~

Which code snippet is the best option to compute the smallest eigenvalue of
the matrix A?

x0/la.norm(x0)

P, L, U = sla.lu A

y = sla.solve triangular(L, np.dot(P.T, x), lower=True)
x = sla.solve triangular(U, y)

Xx = x/la.norm(x)

) Xx = x0/la.norm(x0)
P, L, U = sla.lu(d)
for k in range(30):
y = sla.solve triangular(L, np.dot(P.T, x), lower=True)
x = sla.solve triangular(U, y)
X = x/la.norm(x)

/
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Inverse Power Method
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Cost of computing eigenvalues using
Inverse power iteration

x = x0/la.norm(x0) x = x0/la.norm(x0)

for k in range(30): for k in range(30):
x = la.solve(A, X) X = la.inv(A)@x
X = x/la.norm(x) X = x/la.norm(x)

Xx = x0/la.norm(x0)
for k in range(30):
P, L, U = sla.lu A

y = sla.solve triangular(L, np.dot(P.T, x), lower=True)

x = sla.solve triangular(U, y)
X = x/la.norm(x)

x = x0/la.norm(x0)

P, L, U = sla.lu(A)

for k in range(30):

y = sla.solve triangular(L, np.dot(P.T, x), lower=True)

x = sla.solve triangular(U, y)
X = x/la.norm(x)




Iclicker qguestion

What is the approximated cost of computing the largest eigenvalue using
Power Method?

A) kn

B) n*+kn
C) kn?

D) n3 + kn?
E) NOTA




Iclicker qguestion

Suppose X is an eigenvector of A such that A X = A4 X and also X is an
eigenvector of B such that B X = A5 X. What is an eigenvalue of

What is an eigenvalue of (4 + %B )12

A

) 2A1+A19
A2

) 2A1+9
2

C) 2A1+9




Iclicker question

Suppose X is an eigenvector of A such that A x = A X, but A is not the
largest or smallest eigenvalue. We want to compute the eigenvalue A that
is close to a given number 0. Which of the following modified matrices

will give such eigenvalue?

A) (A—ol)
B) (A—ol) 1
C) (1-0)A
D)= A

E) [still have no clue how to answer to these iclicker
questions...
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Eigenvalues of a Shifted Inverse Matrix

Suppose the eigenpairs (x, 1) satisfy Ax = A Xx.

™~
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Eigenvalues of a Shifted Inverse Matrix

™~




