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Counting:	how	many	ways?	

if we put 7 hats c indistinguishable)

on 7 people out of 10 people

randomly ?



Warm	up:	which	is	larger?	

P CAN B) or PC Al B)

Pc B) < I
A.) plan B)

☒ P CA I B)

c) None

PCAI B) = P¥%



Last	time	

* More probability calculation

using counting

* Conditional probability
Mutiplication rule #



Objectives

✺Conditional Probability
✺ Review 
✺ Bayes rule
✺ Total probability
✺ Independence



Conditional Probability
✺The probability of A given B

P (A|B) =
P (A ∩B)

P (B)

P (B) != 0

The line-crossed area is the 
new sample space for 
conditional P(A| B)

r



Joint Probability Calculation

⇒ P (A ∩B) = P (A|B)P (B)

P (soup ∩meat) =
P (meat|soup)P (soup)
= 0.5× 0.8 = 0.4

PCAIB)
④

p% 0 → 0-8×0.3

pin



Joint	Probability	Calculation	

⇒ P (A ∩B) = P (A|B)P (B)

P (soup ∩meat) =
P (meat|soup)P (soup)
= 0.5× 0.8 = 0.4

- prior

PCA / B) PCA
' / B) = ? I - PCAIB)to

PCB) peachD) = ?
I

c- PCAND)

A : meat B : stoup
D: juice

pin



Joint	Probability	Calculation	

⇒ P (A ∩B) = P (A|B)P (B)

P (soup ∩meat) =
P (meat|soup)P (soup)
= 0.5× 0.8 = 0.4

PCAIB
,
)

"6 icecream

PCCIBMA>

a.y
cheesecake ✓

C : cheesecake

pcBT Pcc / B) = ?

± =P'Bp÷,
plbnct-prsnn.no/-t-pBnAnc



Symmetry of joint event in terms of 
conditional prob.

P (A|B) =
P (A ∩B)

P (B)
P (B) != 0

⇒ P (A ∩B) = P (A|B)P (B)
⇒ P (B ∩ A) = P (B|A)P (A)



P (A|B)P (B) = P (B|A)P (A)

⇒

∵ P (B ∩ A) = P (A ∩ B)

Symmetry of joint event in terms of 
conditional prob.

qq.ci
'

BNA = An B



The famous Bayes rule

P (A|B)P (B) = P (B|A)P (A)

⇒ P (A|B) =
P (B|A)P (A)

P (B)

Thomas Bayes (1701-1761)

☒☒☒¥
'

PCAID)=P(D1⇒¥t
o→zoooook



The famous Bayes rule

P (A|B)P (B) = P (B|A)P (A)

⇒ P (A|B) =
P (B|A)P (A)

P (B)

Thomas Bayes (1701-1761)



Bayes rule: lemon cars
There are two car factories, A and B, that 
supply the same dealer. Factory A produced 
1000 cars, of which 10 were lemons. Factory B
produced 2 cars and both were lemons. You 
bought a car that turned out to be a lemon. 
What is the probability that it came from 
factory B?

DEB
Ey : lemon

, EA : it cane Fac B

Pl Eaten> = ? =PCEn1E⇐ÉPLEB)



Bayes rule: lemon cars
There are two car factories, A and B, that 
supply the same dealer. Factory A produced 
1000 cars, of which 10 were lemons. Factory B 
produced 2 cars and both were lemons. You 
bought a car that turned out to be a lemon. 
What is the probability that it came from 
factory B?

P (B|L) =
P (L|B)P (B)

P (L)
= ÷
,



Bayes rule: lemon cars
Given the above information, what is the 
probability that it came from factory A?

P (A|L) =?



Total	probability:	

Sunny 80% eo workout

Rainy 30% to workout

# Swum /# Raining =3 pcrainynowt)

9
pcswnnowt)

P' work
out ) = ?

c-o+u%×3%



Total	probability:	

P (B) = pc An B) 1- PC Acn B)

=P CBIA)plA)+ p 1131 AT - PLAY

A → sunny

A
R A'→ rainy

B pl 13 /A)=

A
'

pl is 1/+9=

p (A)=
pcA4=



Total	probability	

														

A1	

A2	

A3	B	

Pc B) = P C Ain B)+ PcAznB)+ PCA} n B)
=p(Bl Ai)PCA1)+PCB 1Az) Piltz)

+ pl Bl Az ) P '
A3)

Al , Az,A}
are disjoint,

A ,VAZUA}
> ☒



Total	probability	general	form	

A1	

A2	

A3	B	

PCB)= I PCBNAJ )
j

= ¥ PCBIAJ
> PCA;)

Aj
,

Ask are

disjoint

AjnAh=O
j=k



Total	probability:	

pcmeat > = ?
Plmeat/soup

)

t ✓ - 0.8×0.5-10.2×0.3

pcsowp) =

it

pcsowp / meat )= ?
✓

'
-

pcsoupnmeat )pcjuice) =

¥+1
= 0.8×0.52
0.8×0.5-10.2×0.3





Bayes	rule	using	total	prob.	
PCB / Aj ) PCAJ )PCAJIB ) =
→

= PlBlAj)Pc)
I PCB / Aj> pcltj )
j

Ain A.j=$ →disjoint

it itj



Bayes rule: rare disease test

P (D|T ) =
P (T |D)P (D)

P (T )

=
P (T |D)P (D)

P (T |D)P (D) + P (T |Dc)P (Dc)

P (D|T )

There is a blood test for a rare disease. The 
frequency of the disease is 1/100,000. If one has it, 
the test confirms it with probability 0.95. If one 
doesn't have, the test gives false positive with 
probability 0.001. What is               , the probability 
of having disease given a positive test result?

Using total prob.
pal☐If'p%1p4Peril



Bayes rule: rare disease test

P (D|T )

There is a blood test for a rare disease. The 
frequency of the disease is 1/100,000. If one has it, 
the test confirms it with probability 0.95. If one 
doesn't have, the test gives false positive with 
probability 0.001. What is               , the probability 
of having disease given a positive test result?

P (D|T ) =
P (T |D)P (D)

P (T |D)P (D) + P (T |Dc)P (Dc)

0.95 ✗¥0

Ñ$ÉP4oD
piD /T) < 1% PCT/ D4=o . -01



Independence

✺One definition:

Whether A happened doesn’t change 
the probability of B and vice versa

P (A|B) = P (A) or
P (B|A) = P (B)



Independence:	example	

�  Suppose	that	we	have	a	fair	coin	and	it	is	
tossed	twice.		let	A		be	the	event	“the	
first	toss	is	a	head”	and	B	the	event	“the	
two	outcomes	are	the	same.”	

�  These	two	events	are	independent!	

A : Hit B : HH TT

PCAIB) ?=PiA) PLA/B)=P"¥÷%=Y¥÷÷¥,,
PCA)=tz p( AIB / =p(A) =É



Independence

✺Alternative definition 
P (A|B) = P (A)

⇒
P (A ∩ B)

P (B)
= P (A)

⇒ P (A ∩B) = P (A)P (B)

7



Testing Independence:
✺ Suppose you draw one card from a 

standard deck of cards. E1 is the event 
that the card is a King, Queen or Jack. E2
is the event the card is a Heart. Are E1 and 
E2 independent?

- -
-

Yes

P ( Ein Er ,
=¥

PIE , ) = ¥2

Pier) = ¥



Pairwise independence is not mutual 
independence in larger context

A1 A2

A4 A3

P(A1) = P(A2) = P(A3) = P(A4) = 1/4

A = A1 ∪ A2;P (A) =
1

2

B = A1 ∪ A3;P (B) =
1

2

C = A1 ∪ A4;P (C) =
1

2

P (ABC) is the shorthand for P (A ∩ B ∩ C)*

8s p = put.)=¥←P¥II¥
Pc Anc)= PCA 1) =§
p ( B n c) =p can =+4

P CA nB n c) =p CAD=¥
=\ p (A)pimpcc)

= I



Mutual independence

✺Mutual independence of a collection 
of events                            is :

✺ It’s very strong independence!
j, k, ...p != i

A1, A2, A3...An

P (Ai|AjAk...Ap) = P (Ai)0.0



Probability using the property of 
Independence: Airline overbooking (1)

✺ An airline has a flight with 6 seats. They 
always sell 7 tickets for this flight. If ticket 
holders show up independently with 
probability p, what is the probability that 
the flight is overbooked ?

0

7 showed up

pl Ain Avn A > -
- . n Ar) =p

>

=p camp CAD - - -

play)



Probability using the property of 
Independence: Airline overbooking (2)

✺ An airline has a flight with 6 seats. They 
always sell 8 tickets for this flight. If ticket 
holders show up independently with 
probability p, what is the probability that 
exactly 6 people showed up?

P(6 people showed up) = 

tickets
i -2 is ± E 6-

- -

(8) Pb cap,
Z

P C Ain Az n Asn Aan Asn Ab
nai n Asi 1
-



Probability	using	the	property	of	
Independence:	Airline	overbooking	(3)	

�  An	airline	has	a	flight	with	6	seats.	They	
always	sell	8	4ckets	for	this	flight.	If	4cket	
holders	show	up	independently	with	
probability	p,	what	is	the	probability	that	
the	flight	is	overbooked	?	

P(	overbooked)	=	
&
(E) puci-pi

-u

I
u=7



Assignments

✺Module week3 on Canvas

✺Next time: Random variable



Additional References

✺ Charles M. Grinstead and J. Laurie Snell 
"Introduction to Probability” 

✺ Morris H. Degroot and Mark J. Schervish
"Probability and Statistics”



See you next time

See 
You!


