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Counting:	how	many	ways?	

if we put 7 hats c indistinguishable)

on 7 people out of 10 people

randomly ?

i:)
U



Warm	up:	which	is	larger?	

PCANB) or PCAIB)

A
. ) plan B) PCB)s1

l④pcAIB)

c) None



Last	time	

* More probability calculation

using counting

* Conditional probability
Mutiplication rule

'Bayes rule



Objectives	

� Condi4onal	Probability	
� Review		
� Total	probability	
� 	Independence	
	



Conditional	Probability	
� The	probability	of	A	given	B	

	

P (A|B) =
P (A ∩B)

P (B)

P (B) ̸= 0

The	line-crossed	area	is	the	
new	sample	space	for	
condi4onal	P(A|	B)	

B



Joint	Probability	Calculation	

⇒ P (A ∩B) = P (A|B)P (B)

P (soup ∩meat) =
P (meat|soup)P (soup)
= 0.5× 0.8 = 0.4

- prior

PCAIB) p ( Acl B) = ?
I - PCAIB)

L O -5

PCB) peachD) = ?
"

=p ( fish n D) tpcvegnb)
= 0.14

A : meat B : soup
'D : juice

PCD)



Joint	Probability	Calculation	

⇒ P (A ∩B) = P (A|B)P (B)

P (soup ∩meat) =
P (meat|soup)P (soup)
= 0.5× 0.8 = 0.4

0.6 icecream
c , cheesecakePCAIB) cheesecake

L o -4

PCCI B) = ? 0.2PCB)
x

= PCCNBJPCB) pfiznanc)
pccn B) (

c

)
=pCCNBNAITPCCNBNAD



Bayes	rule	
� Given	the	defini4on	of	condi4onal	
probability	and	the	symmetry	of	joint	
probability,	we	have:	

		

				And	it	leads	to	the	famous	Bayes	rule:	

P (A|B)P (B) = P (A ∩ B) = P (B ∩ A) = P (B|A)P (A)

P (A|B) =
P (B|A)P (A)

P (B)



Total	probability:	

PCB)= PLAN B) + PCACNB)

= PCBIAIPCAHPCBIAC) - PLAY

A → rainy

A
R A'→ sunny

B PCBIAF #
A
'

pl BLACKIE

a.
02×0.6+0.04×0.4 p(A)= 014

17474=0.6



Total	probability	

														

A1	

A2	

A3	B	

Pc B) = P C Ain B)t PcAznB)t PLAz n B)
= p (Bl Ai)PCA1)+P C B lAz) p CAz)

1- pl Bl Az ) P CA 3)

Al , Az,A3
are disjoint,

A ,VAzUA3
> 1B



Total	probability	general	form	

A1	

A2	

A3	B	

PCB)= I PCBNAJ )
j

= § PC Blaj > PCA; )
j

Aj
,

Ask are

disjoint

AjnAh=0
jfk



Total	probability:	

ipcmeatlsouep)
PCmeat )= ?

t ✓ - 0.8×0.5+0.2×0.3

pcsoup) =

it

✓ pcsowplmeat )= ?
✓ -

pcjuice) =
pcsowpn meat )

t)
=
0.8×0.5

o¥5t2X3



Bayes	rule	using	total	prob.	
P l B l Aj ) P CAj )PC Aj l B ) =
#

= :÷iii÷i÷
Ai n Aj= to →disjoint

if it j



Bayes	rule:	rare	disease	test	

P (D|T ) =
P (T |D)P (D)

P (T )

=
P (T |D)P (D)

P (T |D)P (D) + P (T |Dc)P (Dc)

P (D|T )

	There	is	a	blood	test	for	a	rare	disease.	The	
frequency	of	the	disease	is	1/100,000.	If	one	has	it,	
the	test	confirms	it	with	probability	0.95.	If	one	
doesn't	have,	the	test	gives	false	posi4ve	with	
probability	0.001.	What	is															,	the	probability	
of	having	disease	given	a	posi4ve	test	result?	

Using	total	prob.	



Bayes	rule:	rare	disease	test	

P (D|T )

	There	is	a	blood	test	for	a	rare	disease.	The	
frequency	of	the	disease	is	1/100,000.	If	one	has	it,	
the	test	confirms	it	with	probability	0.95.	If	one	
doesn't	have,	the	test	gives	false	posi4ve	with	
probability	0.001.	What	is															,	the	probability	
of	having	disease	given	a	posi4ve	test	result?	

P (D|T ) =
P (T |D)P (D)

P (T |D)P (D) + P (T |Dc)P (Dc)

DID > = o

pl -11177=9510
= ( if pcatlp4-o.io/PLD4--I- PCD)



What about Cov id test ?

Suppose freq. of Cour'd = 1.2%

test accuracy = 9590

false positive = 0.001

PC DIT ) = ? - 92%



Independence	

� One	defini4on:	

	Whether	A	happened	doesn’t	change	
	the	probability	of	B	and		vice	versa	

P (A|B) = P (A) or
P (B|A) = P (B)



Independence:	example	

�  Suppose	that	we	have	a	fair	coin	and	it	is	
tossed	twice.		let	A		be	the	event	“the	
first	toss	is	a	head”	and	B	the	event	“the	
two	outcomes	are	the	same.”	

�  These	two	events	are	independent!	

A : H 't B : HH TT

PCAIBIIPCA) PLAIB)=PYt÷B}=},pdHH.TT})

PCA)=tz pcAlB1=pCA) =L



Independence	

� Alterna4ve	defini4on	
P (A|B) = P (A)

⇒
P (A ∩ B)

P (B)
= P (A)

⇒ P (A ∩B) = P (A)P (B)

LHS	by	defini4on	



Testing	Independence:	
�  Suppose	you	draw	one	card	from	a	
standard	deck	of	cards.	E1	is	the	event	
that	the	card	is	a	King,	Queen	or	Jack.	E2	
is	the	event	the	card	is	a	Heart.	Are	E1	
and	E2	independent?	

1527

PC Ei ) = 3x¥=¥
Yes
, indpt !

plea) = I,

pl Ein Er)
= ¥2 = PLED pCzE4

=-

52



Pairwise	independence	is	not	mutual	
independence	in	larger	context	

A1	 A2	

A4	 A3	

P(A1)	=	P(A2)	=	P(A3)	=	P(A4)	=	1/4	
	

A = A1 ∪ A2;P (A) =
1

2

B = A1 ∪ A3;P (B) =
1

2

C = A1 ∪ A4;P (C) =
1

2

P (ABC) is the shorthand for P (A ∩ B ∩ C)*	

AIUAZU #301-14 =D

plan B)=L, I PCAIPLB)--¥
PLAN c) = Ty = PCA>pc =L,
I ✓
=3 pc B n 4=4 = PC B)Pcc)=L,
= 'T p can Bn c) =p CAD =L,

t
=L f p (A) pl B) PC C) =L2



Mutual	independence	

� Mutual	independence	of	a	collec4on	
of	events																												is	:	

�  It’s	very	strong	independence!	
j, k, ...p ̸= i

A1, A2, A3...An

P (Ai|AjAk...Ap) = P (Ai)n n n

p CA , NAR - -
- nap )=p CAD PCAz) - - - pcAp)

for any p # of events .



Probability	using	the	property	of	
Independence:	Airline	overbooking	(1)	

�  An	airline	has	a	flight	with	6	seats.	They	
always	sell	7	4ckets	for	this	flight.	If	4cket	
holders	show	up	independently	with	
probability	p,	what	is	the	probability	that	
the	flight	is	overbooked	?	

P ( overbooked )

E : 7 showed up
Ind pt Assump.

P (A , showedNAu
showed - . - . ¥7)

=pCANPLAY - . . Pc AD



Probability	using	the	property	of	
Independence:	Airline	overbooking	(1)	

�  An	airline	has	a	flight	with	6	seats.	They	
always	sell	7	4ckets	for	this	flight.	If	4cket	
holders	show	up	independently	with	
probability	p,	what	is	the	probability	that	
the	flight	is	overbooked	?	

P(	7	passengers	showed	up)	

O

in
=p . p . p p

=p
>



Probability	using	the	property	of	
Independence:	Airline	overbooking	(2)	

�  An	airline	has	a	flight	with	6	seats.	They	
always	sell	8	4ckets	for	this	flight.	If	4cket	
holders	show	up	independently	with	
probability	p,	what	is	the	probability	that	
exactly	6	people	showed	up?	

P(6	people	showed	up)	=		

-
- - -

- - -
-

-s
' } ¥5878

(f) . Pbc ,-pie



Probability	using	the	property	of	
Independence:	Airline	overbooking	(3)	

�  An	airline	has	a	flight	with	6	seats.	They	
always	sell	8	4ckets	for	this	flight.	If	4cket	
holders	show	up	independently	with	
probability	p,	what	is	the	probability	that	
the	flight	is	overbooked	?	

P(	overbooked)	=	 I:c 9) pace-pie
-u



Probability	using	the	property	of	
Independence:	Airline	overbooking	(4)	

�  An	airline	has	a	flight	with	s	seats.	They	
always	sell	t	(t>s)	4ckets	for	this	flight.	If	
4cket	holders	show	up	independently	
with	probability	p,	what	is	the	probability	
that	exactly	u	people	showed	up?	

P(	exactly	u	people	showed	up)		
= (E) p

"
c l -pit

-u



Probability	using	the	property	of	
Independence:	Airline	overbooking	(5)	

�  An	airline	has	a	flight	with	s	seats.	They	
always	sell	t	(t>s)	4ckets	for	this	flight.	If	
4cket	holders	show	up	independently	
with	probability	p,	what	is	the	probability	
that	the	flight	is	overbooked	?	

P(	overbooked)		 Ise
,

( tu) - Puc ,-p ,
t-u



Independence	vs	Disjoint	

� Q.	Two	disjoint	events	that	have	
probability>	0	are	certainly	
dependent	to	each	other.	

	 	A.	True	
				 	B.	False	

To

PCANB) PCA> PCB)

PLA) > 0

PCAE%=oPlB
) >o



G- sided

{ i ,
r , 3 . 4, 5,6 } →TL inapt

" "
" - MEEE:i:i::"Eat 3.53 MEEE

Ez : even

E , a Eu
are disjoint

,

(¥
Ein Eid Vc = AnB

(C) =pLA ) pl
B)

inapt . pc AND> =p
CA ) PCB )



Assignments	

� Module	week3	on	Compass	

� Next	4me:	Random	variable	
	



Additional	References	

�  Charles	M.	Grinstead	and	J.	Laurie	Snell	
"Introduc4on	to	Probability”		

� Morris	H.	Degroot	and	Mark	J.	Schervish	
"Probability	and	Sta4s4cs”	



See	you	next	time	

See  
You! 


