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The history of GPU architecture

2017
Volta architecture

Reference & Credit: Erik Lindholm,John Nickolls,Stuart Oberman,John Montrym, NVIDA Tesla: A Unified 
Graphics And Computing Architecture



Components of GPU
➢ host interface

• vertex work

• pixel fragments work

• compute work

➢ TPC
texture/processor clusters
numbers --> performance 

➢ Unification
Starts from Tesla architecture

Reference & Credit: Erik Lindholm,John Nickolls,Stuart Oberman,John Montrym, NVIDA Tesla: A Unified 
Graphics And Computing Architecture



➢ Geometry controller

➢ SMC
Streaming multiprocessor controller 

➢ Texture unit

Reference & Credit: Erik Lindholm,John Nickolls,Stuart Oberman,John Montrym, NVIDA Tesla: A Unified 
Graphics And Computing Architecture



Reference & Credit: Nvidia Tesla V100 GPU Architecture, The World’s Most Advanced 
Data Center GPU. NVIDIA Corporation, 2017



• FP64 cores

• FP32 cores

• INT32 cores

• LD/ST 

• Register File

• SFU 
Special-Function-Unit (sin,cos,etc)

• Cache,memory,tensor core (introduced later)

• Warp Scheduler



Reference & Credit: Nvidia 
Tesla V100 GPU 
Architecture, The World’s 
Most Advanced Data Center 
GPU. NVIDIA Corporation, 
2017



SM multithreading

➢ single-instruction multiple-thread (SIMT)
• thread block
• warp (32 threads)
• active mask
• its own instruction address and register state
• select a warp and issue the next instruction

➢ Independent thread scheduling for volta architecture

Reference & Credit: Erik Lindholm,John Nickolls,Stuart Oberman,John Montrym, NVIDA Tesla: A Unified 
Graphics And Computing Architecture



➢Independent thread scheduling for volta architecture

Its own program counter and
call stack.

Reference & Credit: Nvidia Tesla V100 GPU Architecture, The World’s Most Advanced 
Data Center GPU. NVIDIA Corporation, 2017



GPU Memory Hierarchy

Reference & Credit: Jia, Z., Maggioni, M., Staiger, B., & Scarpazza, D. P. (2018). Dissecting the NVIDIA Volta 
GPU Architecture via Microbenchmarking. arXiv preprint arXiv:1804.06826.



Where can we get information?
- Published by Nvidia: official but limited

[1] Nvidia Tesla V100 GPU Architecture, The World’s Most Advanced Data Center GPU. NVIDIA Corporation, 
2017.
[2] Pascal GP100 Whitepaper. NVIDIA Corporation, 2016.
[3] Lindholm, E., Nickolls, J., Oberman, S., & Montrym, J. (2008). NVIDIA Tesla: A unified graphics and 
computing architecture. IEEE micro, 28(2).
[4] CUDA C Programming Guide, NVIDIA Corporation, 2018.
[5] CUDA C Best Practices Guide, NVIDIA Corporation, 2018.

- Microbenchmarking
[6]: X. Mei and X. Chu, “Dissecting GPU memory hierarchy through
microbenchmarking,” IEEE Transactions on Parallel and Distributed
Systems, vol. 28, no. 1, pp. 72–86, Jan 2017.
[7]: Jia, Z., Maggioni, M., Staiger, B., & Scarpazza, D. P. (2018). Dissecting the NVIDIA Volta GPU Architecture 
via Microbenchmarking. arXiv preprint arXiv:1804.06826.

http://images.nvidia.com/content/volta-architecture/pdf/volta-architecture-whitepaper.pdf
https://images.nvidia.com/content/pdf/tesla/whitepaper/pascal-architecture-whitepaper.pdf
https://ieeexplore.ieee.org/abstract/document/4523358
https://docs.nvidia.com/pdf/CUDA_C_Programming_Guide.pdf
https://docs.nvidia.com/pdf/CUDA_C_Best_Practices_Guide.pdf
https://ieeexplore.ieee.org/abstract/document/7445236
https://ieeexplore.ieee.org/abstract/document/7445236
https://ieeexplore.ieee.org/abstract/document/7445236
https://arxiv.org/pdf/1804.06826.pdf


Registers

- Virtual Registers
Two levels of assembly: PTX and SASS. Difference?
Sample PTX and SASS for vector addition
The intermediate language (PTX) use virtual registers. Why?

- Size of Register Files
In GV100, register file is 256KB/SM * 80SMs = 20480KB
In comparison, L2 caches only 6144KB
Why so many registers?
avoid register spilling

https://relate.cs.illinois.edu/course/cs598apk-f18/f/demos/upload/machabstr/PTX%20and%20SASS.html


Registers
- The register file is divided into 2 banks, each bank 64 bits

Use microbenchmark “FFMA R6, R97, R99, RX”.



Caches
- Data Cache Structure

L1 cache on each SM
L2 cache shared among all SMs

- Latency
L1 cache hit: 28 cycles
L2 cache hit: 193 cycles
L2 cache miss with TLB hit: 375 cycles
L2 cache miss with TLB miss: 1029 cycles

- L1 Cache
Volta architecture features combined L1 data cache and shared memory
(difference between L1 cache and shared memory?)



Caches
- L1 Cache (continued)

Replacement policy: Not simply LRU.
The same four cache lines from 4 cache set have lowest preservation priority.

- L2 Cache
total size 6144KB; 16-way set-associative cache; cache line size 64B

- TLBs
L1 data cache is indexed by virtual addresses;
L2 data cache is indexed by physical addresses

Two levels of TLB:

L1 TLB: 2M page entries, 32M of coverage
L2 TLB: ~8192MB coverage.



Shared Memory
- Shared within a threadblock

- Specified explicitly by programmer

__global__ void kernel(...)

{

__shared__ float shared_memory[1024];

load global memory into shared memory

__syncthreads();

actual computation

}

- configurable, up to 96KB

- shared memory bank



Constant Memory
- Resides on device memory but 

cached in the constant cache
- Cache hit -> throughput of 

constant cache
Cache miss -> throughput of 
device memory

- Constant memory supports 
broadcasting: when all threads in a 
warp access
the same location -> simultaneous
diverging addresses -> serialized



Global Memory
- Memory Coalescing:

Memory accesses from the same warp coalesced into fewer memory block 
accesses. (fall in the same block, meet alignment criteria)

- HBM2 Memory
2.5D design
better bandwidth, but slower
energy efficient
smaller form factor



What’s Tensor Core
4x4x4 Warp Matrix Multiply and Accumulate (WMMA)



Tensor Core
Mixed-precision Operation



640 Tensor Cores on V100 
64 FP FMA per Core per Cycle
125 Tensor TFLOPS for DL 
12x throughput over Pascal

Power of Tensor Core



Multi-Process Service (MPS)

Isolation

Hardware 
Accelerated

Software-based

Direct SubmissionIntermediary



Independent Thread Scheduling


