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Games & networks: a natural fit

Game theory
Studies interaction 

between selfish agents

Networking
Enables interaction

between agents

Networks make games happen!



Game theory

Components defining a game

• Two or more players
• Set of strategies for each 

player
• For each combination of 

played strategies, a payoff or 
utility for each player

Prisoner’s Dilemma
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Blue player strategies

Cooperate Defect

Cooperate -1, -1 -12, 0

Defect 0, -12 -5, -5



Nash equilibrium

A chosen strategy for each 
player such that no player 
can improve its (expected) 
utility by changing its 
strategy

• Pure strategy: player picks 
single deterministic 
action

• Mixed strategy: player 
picks random strategy 
according to some 
distribution
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Blue player strategies

Can you find a Nash 
equilibrium?

Cooperate Defect

Cooperate -1, -1 -12, 0

Defect 0, -12 -5, -5
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Cooperate Defect

Cooperate -1, -1 -12, 0

Defect 0, -12 -5, -5

Prisoner’s dilemma Nash eq.
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Cooperate Defect

Cooperate -1, -1 -12, 0

Defect 0, -12 -5, -5

Prisoner’s dilemma Nash eq.

Nash
equilibrium



Price of Anarchy
[C. Papadimitriou, “Algorithms, games and the Internet”, STOC 2001]

worst Nash equilibria’s cost
optimal costPrice of anarchy =

Assumes some global “cost” objective, e.g.,
social utility (sum of players’ payoffs).

Cooperate Defect

Cooperate -1, -1 -10, 0

Defect 0, -10 -5, -5
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Blue prisoner

Here, PoA = 10/2 = 5.



Rock Paper Scissors

Rock Paper Scissors

Rock $0, $0 $0, $1 $1, $0

Paper $1, $0 $0, $0 $0, $1

Scissors $0, $1 $1, $0 $0, $0
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Blue player strategies

Can you find a Nash 
equilibrium in R-P-S?

No pure Nash

equilibrium!



Games in Networks: 3 Examples

The Stable Paths Problem

Tim Griffin, Bruce Shepherd, Gordon 

Wilfong

ACM Transactions on Networking, 

2002

How Bad is Selfish Routing?

Tim Roughgarden, Eva Tardos

JACM 2002

Selfish routing in Internet-

like environments

Lili Qiu, Richard Yang, Yin Zhang, 

Scott Shenker

SIGCOMM 2003

A game model 
of BGP

Analysis of price of 
anarchy of latency-
optimized routing

What is the price of 
anarchy in practice for 

latency-optimized routing?



Internet routing 
as a game



BGP routing as a game

4

14
134

34
324

214
24

1

3

Routes in order of 
preference for this AS

players

strategies

player’s utility

autonomous systems

pick a route, any route... (to fixed dest.)

arbitrary function of route (but –∞ for 
‘illegal’ route not offered by neighbor)
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BGP routing as a game
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Routes in order of 
preference for this AS No Nash 

equilibrium!

players

strategies

player’s utility

autonomous systems

pick a route, any route... (to fixed dest.)

arbitrary function of route (but –∞ for 
‘illegal’ route not offered by neighbor)



BGP routing as a game

In general, NP-complete to decide whether an 
equilibrium exists [Griffin, Shepherd, Wilfong, ToN’02]

Might have 0, 1, 2, 3, ... equilibria

Even if it has an equilibrium, might not converge to it

• Depends on starting state, message timing, ...
• PSPACE-complete to decide whether a given set of BGP 

preferences can oscillate [Fabrikant, Papadimitriou, 
SODA’08]

If we assume customer-provider-peer and valley-free 
routing, guaranteed to converge [Gao, Rexford]



Gao-Rexford convergence

Recall “Gao-Rexford” policies:

• Prefer customer > peer > provider
• Export all routes to customers
• Export customer routes to everyone
• (…and export nothing else: “valley-free” routes only)
• Further assume no provider-customer cycles

- Not allowed: A is customer of B which is customer of 
… which is customer of A

Subject to these constraints, BGP will converge



Gao-Rexford convergence

Tier 1’s

Mid-tier

Stub / Leaf



Gao-Rexford convergence

Tier 1’s

Mid-tier

Stub / Leaf



Gao-Rexford convergence

Tier 1’s

Mid-tier

Stub / Leaf



Gao-Rexford convergence

Tier 1’s

Mid-tier

Stub / Leaf



How bad is 
selfish routing?



1

1 x

x

The selfish routing game

The game context:

• Directed graph
• Latency function on each 

edge specifying latency as 
function of total flow x 
on edge

• Path latency = sum of 
edge latencies

Flow x = 0.5 on each path;
Total latency = 1.5
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1 x

x

The selfish routing game

Player strategy:

• Pick a path on which to 
route

• Players selfishly pick paths 
with lowest latency 
(source-controlled 
routing)

For now assume:

• many users
• each has negligible load
• total load = 1 Flow x = 0.5 on each path;

Total latency = 1.5



Example: Braess’s paradox

Initially: 0.5 flow along each path; latency 1+0.5 = 1.5

With new edge: all flow along greed path; latency = 2

1

1 x

x

0
1

[Dietrich Braess, 1968]

Fig 1a: D. Braess.

≠

Fig 1b: N. Dynamite.

≈

Green path is better.
Everyone switches to it!



Example: Braess’s paradox

0
2 1

1 x

x

Nash equilibrium latency = 2

Optimal latency = 1.5

Thus, price of anarchy = 4/3

1

1 x

x

0



From links to springs

0

1

1

x

x

Rope

Spring

cut

[Cohen and Horowitz, Nature 352, 699 - 701 (22 August 1991)]



Example: arbitrarily bad

1

x100

Optimal: almost all flow on 
bottom; total latency near zero

Nash: all flow on bottom;
total latency = 1

�e(x)

x
1

1



Roughgarden et al. results

As we just saw, price of anarchy can be arbitrarily high

But for linear latency functions: PoA ≤ 4/3

For any latency function: Nash cost is at most optimal 
cost of 2x as much flow

Extension to finitely many agents

• i.e., a single agent might have a nontrivial fraction of the 
total bandwidth

• Splittable flow: similar “2x” result
• Unsplittable flow: can be very bad



Selfish routing in realistic networks

erators, who aim to avoid link overloads in their networks. These
performance metrics are computed from traffic equilibria, as we dis-
cussed in the previous section.
The utilization of a link is the amount of traffic on the link di-

vided by its capacity. When a link utilization is beyond 100%, the
link is overloaded. The maximum link utilization is the maximum
utilization over all links in a network.
The maximum link utilization is an intuitive metric; however, it

is dominated by a single bottleneck, as pointed out in [14]. To get a
more complete picture, we also adopt a metric to capture the over-
all network cost. According to [14, 15], the cost of a link can be
modeled using a piecewise-linear, increasing, convex function with
slopes specified as follows:

ue(x/c) =

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

1 : x/c ∈ [0, 1/3)
3 : x/c ∈ [1/3, 2/3)

10 : x/c ∈ [2/3, 9/10)
70 : x/c ∈ [9/10, 1)

500 : x/c ∈ [1, 11/10)
5000 : x/c ∈ [11/10,∞),

where x is the load on link e, and c its capacity. We refer to the
points at which the slope changes (e.g., 1/3 and 2/3) as the cut-
points. The overall network cost is the sum of all links’ costs.
In [14], Fortz, Rexford, and Thorup showed that OSPF weights de-
rived from one set of cut-points and slopes also tend to give good
performance for other sets of cut-points and slopes. Therefore the
above cost function is a general metric to consider.
For all three metrics, the lower values are preferred.

6. SELFISH SOURCE ROUTING
We first investigate the performance of selfish source routing; that

is, all the demands are infinitesimal and the selfish traffic can use any
routes in the physical network. This is the type of selfish routing
scheme analyzed in most theoretical studies. As shown in [30], the
worst-case latency degradation of selfish source routing compared
with optimal routing can be unbounded due to lack of cooperation.
In this section, we seek answer to the following question: how does
selfish routing perform in Internet-like environments?

6.1 Are Internet-like environments among
the worst cases?

Effects of network load: We begin our investigation of selfish
routing by varying network load. Figure 2 shows the latency for
three representative topologies, as we vary the network load scale
factor from 0.2 to 2.
We make the following observations. First, under various loads,

selfish routing yields lower latency than compliant routing, which is
based on optimized-compliant OSPF weights. This result comple-
ments the previous findings, such as Detour [33] and RON [5], and
shows that the performance benefit of selfish routing over compliant
routing exists even in a single AS network; moreover such benefit
does not disappear even if all traffic is selfish (as opposed to just
having a small portion of selfish traffic in RON). It is not surprising
that compliant routing results in higher latency, because the OSPF
weights are optimized mainly to avoid link overloads rather than
minimize end-to-end user latency. As we will see later, the lower
latency of selfish routing comes at the cost of increased congestion
on certain links.
Second, compared with optimal routing, selfish routing yields

very similar average latency—the difference is close to 0 in most
cases and is always within 30%. In other words, unlike the theoreti-
cal worst cases, the price of anarchy in Internet-like environments is
close to 1. This is likely because under realistic network topologies
and traffic demands, traffic is spread across the network and only a
few links get congested even with selfish routing. As a result, the
average latency under selfish routing is similar to that of optimal

routing.
Effects of network topologies: Next we examine the effects of

network topologies on the latency of selfish routing. Figure 3 com-
pares the latency of different routing schemes when the link latency
function is M/M/1, the load scale factor is 1.0, and the links’ band-
width is OC3.
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Figure 3: User latency for all topologies with the M/M/1 latency
function and load scale factor 1. Selfish stands for selfish source
routing; optimal stands for optimal routing; compliant stands
for optimized-compliant OSPF routing. The other figures in this
section use the same notation.

As Figure 3 shows, network topologies have a pronounced ef-
fect on the relative performance of selfish and compliant routing.
For example, in the Abovenet and power-law topologies, the latency
achieved by selfish routing is less than half of that incurred by com-
pliant routing. A detailed look at these two topologies shows that
these two topologies have mesh-like connectivity; therefore, self-
ish routing is likely to find more paths and therefore achieves much
lower latency. However, in all topologies, we observe that selfish
routing consistently yields close to optimal latency.
Effects of latency functions: Finally, we study how different

latency functions affect the latency of selfish routing. From Figure 4,
we observe similar latency across different latency functions. When
comparing the latency achieved by different routing schemes, we
see that the performance of selfish routing is close to that of optimal
routing and noticeably better than that of compliant routing.
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Figure 4: User latency for ISPTopo under various latency
functions.

6.2 What is the system-wide cost for selfish
source routing?

The previous subsection shows that unlike theoretical worst cases,
selfish source routing in Internet-like environments incurs low la-
tency. A natural question is whether the low latency comes at the
expense of increased system-wide cost. We examine this issue by
comparing different routing schemes based on two metrics: (i) max-
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[Qiu et al., SIGCOMM 2003]

Close (but not equal)
to optimal latency
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(b) Sprint from Rocketfuel
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(c) PowerD10 from BRITE

Figure 2: Selfish source routing: comparison of user latency using M/M/1 link latency under various network loads.
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(a) ISPTopo, max. util.
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(b) Sprint from Rocketfuel, max. util.
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(c) PowerD10 from BRITE, max. util.

Figure 5: Selfish source routing: comparison of maximum link utilization using M/M/1 link latency under various network loads.

imum link utilization and (ii) network cost, both defined in Sec-
tion 5.4.
Effects of network load: We start by examining the impact of

network load. Figure 5 shows the maximum link utilization for the
same network configurations as those in Figure 2. From Figure 5,
we observe that in compliant routing, maximum link utilization in-
creases linearly with offered load. This is expected since we use the
same set of weights to scale the traffic (see Section 5.2). In com-
parison, both optimal routing and selfish routing can cause high link
utilization even when the overall offered load is low. For exam-
ple, in both ISPTopo and PowerD10 topologies, at a load factor
of 0.2, the maximum link utilization of optimal routing is close to
90% and that of selfish routing is close to 100%. This result oc-
curs because both optimal routing and selfish routing aim to choose
shortest paths; thus they are more likely to cause congestion there,
whereas compliant routing more uniformly spreads traffic across the
entire network to avoid link overloads at the cost of longer end-to-
end paths. The high network utilization is undesirable, since many
backbone networks are kept at a load well below 50% so that there
are enough backup paths during link or router failures [20].
Effects of network topologies: Next we verify the above obser-

vations by varying the network topologies. As shown in Figure 6,
selfish routing consistently yields the highest maximum link utiliza-
tion and network cost in all topologies. For example, in the Exodus
network, the maximum link utilization achieved by selfish routing
is 40% higher than that of optimal routing and 80% higher than
that of compliant routing; for the same network, the network cost of
selfish routing is over an order of magnitude higher than that of op-
timal routing or compliant routing. These results suggest that selfish
routing may make a network much more vulnerable to overload, es-
pecially when failures occur.
Effects of latency functions: The results based on other latency

functions are qualitatively the same, as shown in Figure 7. Since
both latency and network cost/utilization are not very sensitive to
latency functions for the topologies that we consider, in the follow-
ing sections we focus on the M/M/1 latency function. Moreover, we
show only the maximum link utilization, since it is more intuitive
and it gives consistent results as network cost.
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(b) Network cost

Figure 6: Selfish source routing: comparison of maximum link
utilization and network cost usingM/M/1 link latency across dif-
ferent network topologies.

6.3 Summary
To summarize, in this section we compare the performance of dif-

ferent routing schemes using realistic network topologies and traffic
demands. Our results show that unlike the theoretical worst cases,
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...but higher maximum
link utilization



Qiu et al: Selfish competing w/TE

Competing systems

• Senders pick lowest 
latency paths

• TE computes its paths
• But now lowest latency 

paths have changed… 
iterate!

Discussion

• Are these results positive 
or negative?

• Examples of similar 
competing overlays?

network cost by adapting the network-level routing in response to
varying traffic patterns. This motivates us to examine the interac-
tions between selfish routing and traffic engineering, which we term
vertical interactions. More specifically, we ask the following basic
question: Will the system reach a state with both low latency and low
network cost, as selfish routing and traffic engineering each tries to
minimize its own cost function by adapting to the other process?

Below we evaluate vertical interactions in the context of OSPF
and MPLS route optimization. As we will see, OSPF route opti-
mization provides little control over selfish traffic and as a result,
the system performance, both in terms of user latency and network
cost, is no better than using hop-count-based OSPF routing. In con-
trast, MPLS provides fine-grained control and can potentially lead
to better performance.

9.1 Specification of vertical interactions
We specify vertical interactions as an iterative process between

the two players: traffic engineering and selfish overlays.
Traffic engineering adjusts physical routing based on network traf-

fic patterns, which are usually in the form of a traffic matrix. More
specifically, let Tt denote the estimated traffic matrix for time slot
t, then Tt(s, d) represents the total traffic from source s to destina-
tion d during the time slot t. Traffic engineering takes Tt as input,
and computes a routing matrix Rt to optimize network performance.
For our study, we assume Tt is given. In reality, Tt can either be ob-
tained through direct measurements [12] or be estimated based on
link loads [44].

Selfish routing interferes with traffic engineering by changing the
traffic matrix. More specifically, after traffic engineering installs
the routing matrix Rt to the network, selfish routing will respond
and redistribute traffic through overlay nodes, which leads to a new
traffic matrix Tt+1. This process repeats.

Figure 15 specifies the process of vertical interactions. We also
add a relaxation option in the hope of improving stability; however,
our results show that it does not yield much performance improve-
ment. Thus, in the interest of brevity, below we only present the
results of traffic engineering without relaxation.

◃ Tt is the estimated traffic matrix at time t.
◃ T ∗

t is the real traffic matrix at time t.
◃ Rt is the routing matrix at time t.
◃ Assume

∑

t αt →∞; αt → 0 as t→∞.

T ∗
t = Traffic matrix when routing matrix is Rt−1
if (relaxation)

Tt = (1− αt)Tt−1 + αtT ∗
t

else
Tt = T ∗

t
Rt = OptimizedRoutingMatrix(Tt )
Traffic engineering installs Rt to network
Selfish routing redistributes traffic to form T∗

t+1

Figure 15: One round during vertical interaction.

9.2 Does selfish routing work well with OSPF
optimizer?

We first evaluate vertical interactions when the route controller
uses OSPF. In all of our experiments, the traffic engineering pro-
cess uses an OSPF optimizer to optimize link weights as described
in [14], and the starting routing matrix of the interactions is com-
puted using hop-count-based OSPF. We choose this starting point to
model a scenario in which selfish routing initially has full control
over the routing of its traffic in the physical network (see Section 7),
and then the network decides to start using traffic engineering.

Figure 16 shows the dynamics of vertical interactions for the Sprint
topology. The results indicate that the response of OSPF traffic en-
gineering could yield considerably worse performance than com-
pliant routing using optimized-compliant OSPF weights (i.e., traffic
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Figure 16: Vertical interaction with OSPF optimization for the
Sprint topology.

engineering without selfish traffic), and worse than overlay source
routing on top of hop-count-based OSPF (i.e., selfish routing with-
out traffic engineering). We observe qualitatively similar results as
we vary network topologies, the fractions of selfish traffic, and the
sizes of selfish overlays.

These results suggest that the interactions between the two sepa-
rate routing control processes is so ineffective that each individual
control process, when applied alone, can yield better performance
than having such interactions.

Such inefficiency is partly due to the fact that the adaptive nature
of selfish traffic creates considerable variability in traffic demands
and therefore makes it harder to do traffic engineering. Another
important reason is the limited control of OSPF over selfish over-
lay traffic. Recall in Section 7 we have shown that when all net-
work nodes belong to an overlay, the only way in which OSPF can
affect the selfish overlay traffic is by violating DLS, which effec-
tively reduces available network resources. As a result, both latency
and network cost could be worse than those of hop-count-based
OSPF, which gives the overlay full access to all available network
resources.

9.3 Does selfish routing work well with MPLS
optimizer?

The poor interactions between selfish routing and the OSPF opti-
mizer motivates us to look for alternative solutions. In this subsec-
tion, we examine vertical interactions between selfish routing and
the MPLS optimizer, which allows one to implement general multi-
commodity routing. Given a traffic matrix and a piece-wise linear,
increasing, convex network cost function, the MPLS optimizer can
find the optimal routing matrix R that minimizes the network cost
by solving a linear programming problem [1, Chapter 17]. We have
implemented such an optimizer based on lp solve [24].

Figure 17 shows the average latency and maximum link utiliza-
tion for the Sprint topology. We observe that the routing perfor-
mance is noticeably better than that of OSPF. It allows the system
to reach a state in which the network cost is close to that of optimal
traffic engineering without selfish routing, and the average latency is
only marginally higher than what selfish routing can achieve in the
absence of traffic engineering. This is important because the traffic
engineering process can choose to stop at any moment and settle on
a routing matrix that gives a satisfactory result; that is, the traffic en-
gineering process can be considered as a type of Stackelberg game.
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Figure 17: Vertical interaction with MPLS optimization for the
Sprint topology.

We observe similar results on other topologies.
These results indicate that MPLS-based traffic engineering can

interact much more effectively with selfish routing. This is likely
due to the fact that MPLS has much more fine-grained control over
selfish overlay traffic. Specifically, unlike OSPF, MPLS can adjust
the routing matrix R without having to reduce available network
resources.

Despite the encouraging results, however, we note that there are a
number of practical challenges in applying MPLS-based traffic en-
gineering, or traffic engineering in general, in the presence of selfish
traffic. For example, in our evaluation we assume that we know the
perfect traffic matrices, which need to be estimated in practice. The
adaptive nature of selfish traffic can make it very difficult to accu-
rately estimate traffic matrices. Another challenge is that MPLS-
based traffic engineering requires solving a very large linear pro-
gramming problem. For large networks, the problem may contain
millions of unknowns, which is infeasible to solve using software
available today. A thorough exploration of these subjects is outside
the scope of this paper, so we defer it to future work.

9.4 Summary
To summarize, in this section we examine the interactions be-

tween selfish routing and traffic engineering. We find that OSPF
route optimization interacts very ineffectively with selfish routing,
largely due to its limited control over selfish traffic. In contrast,
MPLS route optimization has more fine-grained control and there-
fore interacts with selfish traffic more effectively. However, further
research is required to investigate such interactions in more detail.

10. CONCLUSIONS AND FUTUREWORK
In this paper, we use a game-theoretic approach to study the per-

formance of selfish routing in Internet-like environments. Our re-
sults show that unlike the theoretical worst case, selfish routing in
such environments achieves close to optimal average latency, when
the network-level routing is static. On the other hand, such perfor-
mance often comes at the cost of overloading certain links. More-
over, when selfish routing and traffic engineering each tries to min-
imize its own cost by adapting to the other process, the resulted
performance could be considerably worse.

There are a number of avenues for future work. First, we would
like to investigate how the multi-AS nature of the Internet affects the

routing performance. There are a few challenges involved, includ-
ing modeling inter-domain topologies, routing policies, and traffic
demands, as well as handling larger topologies. Second, our study
focuses on the performance at traffic equilibria. The dynamics of
selfish routing, i.e., how equilibria are reached, is an interesting
question. In addition, we are interested in better understanding and
improving the interactions between selfish routing and traffic engi-
neering. Finally, we plan to study selfish routing with alternative
performance metrics, such as loss and throughput.
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Discussion

How would the traffic engineering systems we 
learned about earlier interact with this framework?

• Suppose the network is running a near-optimal TE 
underneath selfish overlay routing. Would the overlay 
end up doing anything nontrivial?



Discussion

Max utilization is higher in selfish.  Does it matter?

Is average latency the right objective for the user?



Beyond routing...

Game theory used in networking to model

• Equilibria of distributed algorithms
• ISPs competing with each other
• Spread of new technology in social networks
• ...

Many more applications of game theory to CS

• ...and applications of CS to game theory!
• See Nisan, Roughgarden, Tardos, Vazirani’s book 

Algorithmic Game Theory, available free online


