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What we learned

The classics: how the Internet works

The problems: how networks fail to work

The latest: how networks could work

so you now can go forth and do research...

...but why would you want to?



Why I’m excited 
about networking



1. It’s relevant

Majority of new developments in computer systems 
are dependent on networking

Far-reaching impacts beyond systems & networking



1. It’s relevant

Algorithms
Information

theory

Game
theory

Economics

Policy

Security Forensics

Distributed
systems

Databases

Human-computer
interaction

Operating
systems

Social sciences

Networking



2. It’s new

~40 years since the birth of the field

But only ~20 years since networks in widespread use

• tussles between businesses, P2P, malware, DDoS, 
government Internet censorship, CDNs all fundamental 
but relatively new!

Operating systems: ~40 years in widespread use

Physics: ~13.75 billion years in widespread use



Network new people, new technologies, connect 
disciplines, “make order out of chaos” (– Jen Rexford)

Start a new area!

• In the last decade: Internet architecture, data centers, 
cloud, energy, big data, next-gen cell networks, software-
defined networking, NFV, IoT, network verification, 
programmable hardware, containers and lambdas…

• A new subfield about every year!

3. It’s changing

You can change not just the 
technology, but the field!



Emerging area: Networking + ML

Already work in

• Video delivery optimization
• Transport-layer congestion control
• Cluster scheduling

My guess: much more we can do!

• Networks gather widely distributed data that is the input 
to many applications’ use of machine learning

• Networks contain numerous elements whose behavior 
can’t be cleanly modeled (hence, ML may assist)



Emerging area: Self-driving Networks

Attempted definition of self-driving networks

• Intent-based: Driven by the high-level goal
- Network wide or end-to-end; not device-by-device
- Objective is explicitly represented in the system

• Understands the reality of network conditions
• Implements closed-loop decisions to automagically steer 

the network towards meeting the intent

Self-driving networks are already happening!

• Network layer?
• Transport layer?
• Application layer?
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Figure 3: CDN performance can vary substantially across different geographical regions
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Figure 4: CDN performance within a given geographical region can vary significantly over time as well

CDN Rebuffering Ratio Startup Time Failure Rate
1 34.25% 79.08% 53.85%

2 25.22% 12.55% 37.50%

3 40.53% 8.37% 8.65%

Table 2: Percentage of scenarios where one of the CDNs per-
forms the best in terms of each of the quality metrics.

hour on a weekday. Here, we choose the geographical regions cor-
responding to the top six cities by user population. Since there is
a potential tradeoff between a session’s bitrate and its performance
under these quality metrics (higher bitrates will typically result in
higher rebuffering ratios), we focus only on sessions having the
same bitrate by choosing the most commonly used bitrate within
that geographical region. We also remove sessions that cannot sus-
tain the lowest bitrate (300Kbps) to rule out client-side effects in
this analysis.

In summary, the results in Figure 3 show that:
• The performance of different CDNs can vary within a given

city. For example, in City1, the rebuffering ratio of CDN1 is
almost 2⇥ that of users with CDN2.

• For each metric, no single CDN is optimal across all cities. For
example, in the case of rebuffering ratio, CDN1 is optimal for
City4 and City6, CDN2 for City1 and City5, and CDN3 for
City2 and City3.

• CDNs may differ in their performance across metrics. For ex-
ample, when we consider video startup time, CDN3 performs
the best in all cases except City4. In contrast, when it comes to
failure rate, CDN3 performs the worst.

Figure 4 shows the same metrics for one of these top cities over
three days. (Each point is the average over several thousand ses-
sions.) Here, we see that:

• For all three metrics, no CDN has the best performance all the
time. Every CDN experiences some performance issues during

the 3-day period. Table 2 shows how often each CDN is the
best choice in a city-hour pair over the course of one weekday.2

• The rebuffering ratio and failure rate of a CDN may experience
high fluctuations over time. For example, for roughly half of the
time CDN3 has the lowest rebuffering ratio, and for the other
half it has the highest rebuffering ratio.

• Most of the performance degradation is not correlated across
CDNs, suggesting that these variations are not merely due to
time-of-day effects but other factors.

One possible reason for such variability in the quality observed
with CDNs is the load on the CDN. Figure 5(a) shows the rebuffer-
ing ratio vs. normalized CDN load for one CDN in one city over a
week. Here, we measure the load as the number of unique sessions
that we observe over each 5-minute interval. Since our clients rep-
resent only a fraction of the total load on the CDN, we normalize
the observed load for each CDN by the maximum observed over
the entire week for that CDN. Figure 5(a) shows that the rebuffer-
ing ratio generally increases with the normalized load.

Implications: This result highlights the need for providers to have
multiple CDNs to optimize delivery across different geographical
regions and over time. It also suggests that dynamically choosing a
CDN can potentially improve the overall video quality.

AS under stress: Finally, ISPs and ASes can also experience qual-
ity issues under heavy load. Figure 5(b) shows the rebuffering ratio
of one AS from all three CDNs during a 4-hour flash crowd pe-
riod.3 Each point shows the average buffering ratio across clients
at a given time. We report the normalized load on the x-axis by
dividing the current number of users by the maximum number of
clients observed over time. During this flash crowd, the rebuffering
ratio becomes quite high when the number of views increase.

Implications: These results suggest that heavy load can lead to ISP
congestion. Ideally, we want the video delivery infrastructure to be

2Here we consider only city-hours where all three CDNs serve a
reasonable number of views.
3This data comes from a known event which is not included in the
data set presented before.
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Figure 3: Distribution of the persistence of the best
CDN for different content providers.

coupled stages:
• A coarse-grained global model layer that operates at

the timescale of few tens of seconds (or minutes) and
uses a global view of client quality measurements to
build a data-driven prediction global model of video
quality (see below).

• A fine-grained per-client decision layer that oper-
ates at the millisecond timescale and makes actual de-
cisions upon a client request. This is based on the
latest (but possibly stale) pre-computed global model
and up-to-date per-client state.
Figure 4(a) shows how the split control plane is

mapped into the two logical layers of the C3 con-
troller. Specifically, the modeling layer implements the
coarse-grained control loop (i.e., blue arrows) in a coarse
timescale and trains a global model based on the mea-
surements of each client session it receives from the de-
cision layer. The decision layer implements the fine-
grained control loop (i.e., red arrows) for each client,
and makes CDN and bitrate decisions based on the global
model trained by the modeling layer and latest heartbeats
received from the sensing/actuation layer (see §4).

We make one important observation to distinguish the
functionality of the decision layer that presents a signif-
icant departure from traditional replicated web services.
Unlike traditional web services where the serving layer
is a “dumb” distributed caching layer, the decision layer
makes real-time control decisions by combining freshest
quality measurements of the client under control and the
global model.

This above split control plane design has two key char-
acteristics that are critical for a scale-out realization of
the decision layer without synchronization bottlenecks.
First, note that there is a loose coupling between the
fine-grained per-client and coarse-grained global control
loops. Thus, we do not need the decision layer to be
perfectly synchronized with the modeling layer. Sec-
ond, the decision layer is operating on a per-client basis,
which eliminates the need for coordination across deci-
sion layer instances. Taken together, this means that we
can effectively partition the workload across clients by
having a replicated decision layer where instances are
deployed close to the clients and independently execute
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Figure 4: Overview of the C3 controller. The SDM
and Heartbeats are discussed in the next section.
the logic for the subset of clients assigned to it.

3.2 End-to-end workflow
Having discussed the core ideas in the previous section,
next we discuss the concrete physical realization of the
C3 controller (shown in Figure 4(b)) and describe the
end-to-end workflow.

3.2.1 Modeling layer workflow

The modeling layer is a compute cluster running a big
data processing stack. The modeling layer periodically
uses the information (its specific format will be intro-
duced later in §4.2.1 ) collected from all clients to learn a
global model that encodes actionable information useful
for decision making.

Our focus in this paper is primarily on the control ar-
chitecture and the design of the specific algorithms in
the modeling layer is outside the scope of the paper. For
completeness, we provide a high-level sketch of the algo-
rithm. The model is similar to the nearest neighbor like
prediction model suggested in prior work [39]. In partic-
ular, we leverage the insight that similar video sessions
should have similar quality. Therefore, quality measure-
ments of sessions sharing certain spatial (e.g., CDN, ISP,
content provider) and temporal (e.g., time of day) fea-
tures are grouped together, and intuitively, the quality of
a new session can be predicted based on the quality of
the most similar sessions.

To enforce global policies (e.g., traffic caps for cer-
tain CDNs), the modeling layer also includes the relevant
global states as part of the global model (e.g., amount of
traffic currently assigned to each CDN), so that the deci-
sion logic can take into account the global information it
needs. There is a large space of potential decision log-
ics that can take the global model, individual client state,
and global policies to make optimal per-client decisions.
The design of policies and algorithms to meet policy ob-
jectives is outside the scope of this paper.

The remaining question is disseminating the global
model to the decision instances. Instead of a pull model
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Figure 4: CDN performance within a given geographical region can vary significantly over time as well

CDN Rebuffering Ratio Startup Time Failure Rate
1 34.25% 79.08% 53.85%

2 25.22% 12.55% 37.50%

3 40.53% 8.37% 8.65%

Table 2: Percentage of scenarios where one of the CDNs per-
forms the best in terms of each of the quality metrics.

hour on a weekday. Here, we choose the geographical regions cor-
responding to the top six cities by user population. Since there is
a potential tradeoff between a session’s bitrate and its performance
under these quality metrics (higher bitrates will typically result in
higher rebuffering ratios), we focus only on sessions having the
same bitrate by choosing the most commonly used bitrate within
that geographical region. We also remove sessions that cannot sus-
tain the lowest bitrate (300Kbps) to rule out client-side effects in
this analysis.

In summary, the results in Figure 3 show that:
• The performance of different CDNs can vary within a given

city. For example, in City1, the rebuffering ratio of CDN1 is
almost 2⇥ that of users with CDN2.

• For each metric, no single CDN is optimal across all cities. For
example, in the case of rebuffering ratio, CDN1 is optimal for
City4 and City6, CDN2 for City1 and City5, and CDN3 for
City2 and City3.

• CDNs may differ in their performance across metrics. For ex-
ample, when we consider video startup time, CDN3 performs
the best in all cases except City4. In contrast, when it comes to
failure rate, CDN3 performs the worst.

Figure 4 shows the same metrics for one of these top cities over
three days. (Each point is the average over several thousand ses-
sions.) Here, we see that:

• For all three metrics, no CDN has the best performance all the
time. Every CDN experiences some performance issues during

the 3-day period. Table 2 shows how often each CDN is the
best choice in a city-hour pair over the course of one weekday.2

• The rebuffering ratio and failure rate of a CDN may experience
high fluctuations over time. For example, for roughly half of the
time CDN3 has the lowest rebuffering ratio, and for the other
half it has the highest rebuffering ratio.

• Most of the performance degradation is not correlated across
CDNs, suggesting that these variations are not merely due to
time-of-day effects but other factors.

One possible reason for such variability in the quality observed
with CDNs is the load on the CDN. Figure 5(a) shows the rebuffer-
ing ratio vs. normalized CDN load for one CDN in one city over a
week. Here, we measure the load as the number of unique sessions
that we observe over each 5-minute interval. Since our clients rep-
resent only a fraction of the total load on the CDN, we normalize
the observed load for each CDN by the maximum observed over
the entire week for that CDN. Figure 5(a) shows that the rebuffer-
ing ratio generally increases with the normalized load.

Implications: This result highlights the need for providers to have
multiple CDNs to optimize delivery across different geographical
regions and over time. It also suggests that dynamically choosing a
CDN can potentially improve the overall video quality.

AS under stress: Finally, ISPs and ASes can also experience qual-
ity issues under heavy load. Figure 5(b) shows the rebuffering ratio
of one AS from all three CDNs during a 4-hour flash crowd pe-
riod.3 Each point shows the average buffering ratio across clients
at a given time. We report the normalized load on the x-axis by
dividing the current number of users by the maximum number of
clients observed over time. During this flash crowd, the rebuffering
ratio becomes quite high when the number of views increase.

Implications: These results suggest that heavy load can lead to ISP
congestion. Ideally, we want the video delivery infrastructure to be

2Here we consider only city-hours where all three CDNs serve a
reasonable number of views.
3This data comes from a known event which is not included in the
data set presented before.
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CDN Rebuffering Ratio Startup Time Failure Rate
1 34.25% 79.08% 53.85%

2 25.22% 12.55% 37.50%

3 40.53% 8.37% 8.65%

Table 2: Percentage of scenarios where one of the CDNs per-
forms the best in terms of each of the quality metrics.

hour on a weekday. Here, we choose the geographical regions cor-
responding to the top six cities by user population. Since there is
a potential tradeoff between a session’s bitrate and its performance
under these quality metrics (higher bitrates will typically result in
higher rebuffering ratios), we focus only on sessions having the
same bitrate by choosing the most commonly used bitrate within
that geographical region. We also remove sessions that cannot sus-
tain the lowest bitrate (300Kbps) to rule out client-side effects in
this analysis.

In summary, the results in Figure 3 show that:
• The performance of different CDNs can vary within a given

city. For example, in City1, the rebuffering ratio of CDN1 is
almost 2⇥ that of users with CDN2.

• For each metric, no single CDN is optimal across all cities. For
example, in the case of rebuffering ratio, CDN1 is optimal for
City4 and City6, CDN2 for City1 and City5, and CDN3 for
City2 and City3.

• CDNs may differ in their performance across metrics. For ex-
ample, when we consider video startup time, CDN3 performs
the best in all cases except City4. In contrast, when it comes to
failure rate, CDN3 performs the worst.

Figure 4 shows the same metrics for one of these top cities over
three days. (Each point is the average over several thousand ses-
sions.) Here, we see that:

• For all three metrics, no CDN has the best performance all the
time. Every CDN experiences some performance issues during

the 3-day period. Table 2 shows how often each CDN is the
best choice in a city-hour pair over the course of one weekday.2

• The rebuffering ratio and failure rate of a CDN may experience
high fluctuations over time. For example, for roughly half of the
time CDN3 has the lowest rebuffering ratio, and for the other
half it has the highest rebuffering ratio.

• Most of the performance degradation is not correlated across
CDNs, suggesting that these variations are not merely due to
time-of-day effects but other factors.

One possible reason for such variability in the quality observed
with CDNs is the load on the CDN. Figure 5(a) shows the rebuffer-
ing ratio vs. normalized CDN load for one CDN in one city over a
week. Here, we measure the load as the number of unique sessions
that we observe over each 5-minute interval. Since our clients rep-
resent only a fraction of the total load on the CDN, we normalize
the observed load for each CDN by the maximum observed over
the entire week for that CDN. Figure 5(a) shows that the rebuffer-
ing ratio generally increases with the normalized load.

Implications: This result highlights the need for providers to have
multiple CDNs to optimize delivery across different geographical
regions and over time. It also suggests that dynamically choosing a
CDN can potentially improve the overall video quality.

AS under stress: Finally, ISPs and ASes can also experience qual-
ity issues under heavy load. Figure 5(b) shows the rebuffering ratio
of one AS from all three CDNs during a 4-hour flash crowd pe-
riod.3 Each point shows the average buffering ratio across clients
at a given time. We report the normalized load on the x-axis by
dividing the current number of users by the maximum number of
clients observed over time. During this flash crowd, the rebuffering
ratio becomes quite high when the number of views increase.

Implications: These results suggest that heavy load can lead to ISP
congestion. Ideally, we want the video delivery infrastructure to be

2Here we consider only city-hours where all three CDNs serve a
reasonable number of views.
3This data comes from a known event which is not included in the
data set presented before.
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Figure 3: Distribution of the persistence of the best
CDN for different content providers.

coupled stages:
• A coarse-grained global model layer that operates at

the timescale of few tens of seconds (or minutes) and
uses a global view of client quality measurements to
build a data-driven prediction global model of video
quality (see below).

• A fine-grained per-client decision layer that oper-
ates at the millisecond timescale and makes actual de-
cisions upon a client request. This is based on the
latest (but possibly stale) pre-computed global model
and up-to-date per-client state.
Figure 4(a) shows how the split control plane is

mapped into the two logical layers of the C3 con-
troller. Specifically, the modeling layer implements the
coarse-grained control loop (i.e., blue arrows) in a coarse
timescale and trains a global model based on the mea-
surements of each client session it receives from the de-
cision layer. The decision layer implements the fine-
grained control loop (i.e., red arrows) for each client,
and makes CDN and bitrate decisions based on the global
model trained by the modeling layer and latest heartbeats
received from the sensing/actuation layer (see §4).

We make one important observation to distinguish the
functionality of the decision layer that presents a signif-
icant departure from traditional replicated web services.
Unlike traditional web services where the serving layer
is a “dumb” distributed caching layer, the decision layer
makes real-time control decisions by combining freshest
quality measurements of the client under control and the
global model.

This above split control plane design has two key char-
acteristics that are critical for a scale-out realization of
the decision layer without synchronization bottlenecks.
First, note that there is a loose coupling between the
fine-grained per-client and coarse-grained global control
loops. Thus, we do not need the decision layer to be
perfectly synchronized with the modeling layer. Sec-
ond, the decision layer is operating on a per-client basis,
which eliminates the need for coordination across deci-
sion layer instances. Taken together, this means that we
can effectively partition the workload across clients by
having a replicated decision layer where instances are
deployed close to the clients and independently execute
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Figure 4: Overview of the C3 controller. The SDM
and Heartbeats are discussed in the next section.
the logic for the subset of clients assigned to it.

3.2 End-to-end workflow
Having discussed the core ideas in the previous section,
next we discuss the concrete physical realization of the
C3 controller (shown in Figure 4(b)) and describe the
end-to-end workflow.

3.2.1 Modeling layer workflow

The modeling layer is a compute cluster running a big
data processing stack. The modeling layer periodically
uses the information (its specific format will be intro-
duced later in §4.2.1 ) collected from all clients to learn a
global model that encodes actionable information useful
for decision making.

Our focus in this paper is primarily on the control ar-
chitecture and the design of the specific algorithms in
the modeling layer is outside the scope of the paper. For
completeness, we provide a high-level sketch of the algo-
rithm. The model is similar to the nearest neighbor like
prediction model suggested in prior work [39]. In partic-
ular, we leverage the insight that similar video sessions
should have similar quality. Therefore, quality measure-
ments of sessions sharing certain spatial (e.g., CDN, ISP,
content provider) and temporal (e.g., time of day) fea-
tures are grouped together, and intuitively, the quality of
a new session can be predicted based on the quality of
the most similar sessions.

To enforce global policies (e.g., traffic caps for cer-
tain CDNs), the modeling layer also includes the relevant
global states as part of the global model (e.g., amount of
traffic currently assigned to each CDN), so that the deci-
sion logic can take into account the global information it
needs. There is a large space of potential decision log-
ics that can take the global model, individual client state,
and global policies to make optimal per-client decisions.
The design of policies and algorithms to meet policy ob-
jectives is outside the scope of this paper.

The remaining question is disseminating the global
model to the decision instances. Instead of a pull model

5



Emerging area: Self-driving Networks

Challenges in every aspect of self-driving networks

• Intent-based: Driven by the high-level goal
- How do you express the intent?
- Can you figure it out without being told?

• Understands the reality of network conditions
- Real-time telemetry, monitoring, verification

• Implements closed-loop decisions to steer the network 
towards meeting the intent
- Learning algorithms? Algorithmic derivations?
- What happens if you have multiple closed-loop 

controllers that don’t know about each other?



3. It’s changing

Over half the world not yet online!
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per cent in the developing countries and less than 
15 per cent in LDCs (Chart 6.6). Globally, 47 per 
cent of the world’s population is using the Internet. 

Available data show that although Internet usage 
in LDCs has tripled in the past five years, Internet 
penetration levels in LDCs today have reached 
the level enjoyed by developed countries in 1998, 
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Chart 6.5: Distribution of Wikipedia articles by language 2003-2016

Note: The Internet users by language data are from Internet World Statistics, which assigns a single language to each individual in order to add up 
to the total world population; however, it is unclear how it assigns people’s first language in countries where large proportions of the population are 
bilingual or multilingual. 
Source: Wikipedia statistics at http:// stats. wikimedia. org/ EN/ TablesArticlesTotal. htm, accessed 26 May 2016, and Internet World Statistics. 

Chart 6.6: Proportion of individuals using the Internet by level of development (left) and by region (right)

Note: * Estimate. 
Source: ITU.

LDCs = Least Developed Countries
CIS = Commonwealth of Independent States
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Source: ITU.

LDCs = Least Developed Countries
CIS = Commonwealth of Independent States (former Soviet republics)



3. It’s changing

The Internet is also becoming more multilingual. 
The increase in Internet users outside the primarily 
English- or Chinese-speaking world is further 
diversifying the languages used on the Internet, 
reflected by what appears to be a relative decline 
in the use of English and Chinese on the Internet. 
Estimates published by Internet World Statistics 
suggest that 47 per cent of the world’s Internet 
users are now English or Chinese speakers, down 
from 51 per cent in 2011.15 Wikipedia can also be 
used as an indication of the availability of content 
in different languages (Chart 6.5). In 2003, two 
years after Wikipedia was founded, 60 per cent of 
all articles were in English. By 2016, this proportion 
had decreased to 13 per cent. The number of 
articles on Wikipedia has grown by 50 per cent 
from 2013 to 2016, with five out of every six new 
articles written in languages other than the six 
official UN languages (Arabic, Chinese, English, 
French, Russian and Spanish). In 2016, 73 per 
cent of all articles on Wikipedia were written in 
languages other than the official UN languages.

Many other indicators can be used to highlight 
the spread and growth of the Internet, and 
the Internet economy. These include the 
growing number of social media outlets and 
users, such as Facebook accounts, number of 
tweets, online searches, and the increase in the 

number and types of applications, or apps.16 The 
commercial value of this information has created 
new business models with private companies 
gathering, analysing and selling data for revenue 
optimization, for example using Internet users’ 
content history to target advertisements to a 
certain type of online user. However, because of 
the business value of such data, not all information 
on how people use the Internet is necessarily 
freely available to the public, even though such 
information is important to understanding how 
more people can be brought online to benefit 
from the Internet’s opportunities. Using big data 
from  the ICT industry could provide such insights 
in the future, and ITU recently launched an ITU 
project on “Big Data for Measuring the Information 
Society”, which is exploring ways to use big data to 
help understand who uses the Internet, and where 
and how, as well as the benefits it delivers.  

6.2 Socio-economic factors that 
determine Internet use

Although the number of Internet users is 
increasing continuously in all regions and countries 
of the world, major differences remain. In the 
world’s developed countries about 80 per cent of 
the population is online, as against only about 40 
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Chart 6.4: Internet and IP traffic

Note: Fixed Internet traffic refers to traffic through fixed network providers on different platforms. Mobile Internet traffic refers to traffic through 
mobile-cellular networks. IP traffic refers to the sum of fixed and mobile Internet traffic (denoting all IP traffic crossing an Internet backbone) as well as 
non-Internet IP traffic (e.g. IP WAN, IP transport of TV and video-on-demand). 
Source: ITU based on Cisco and company reports. 



3. It’s changing

per cent in the developing countries and less than 
15 per cent in LDCs (Chart 6.6). Globally, 47 per 
cent of the world’s population is using the Internet. 

Available data show that although Internet usage 
in LDCs has tripled in the past five years, Internet 
penetration levels in LDCs today have reached 
the level enjoyed by developed countries in 1998, 

Measuring the Information Society Report 2016 187

Chapter 6

Chart 6.5: Distribution of Wikipedia articles by language 2003-2016

Note: The Internet users by language data are from Internet World Statistics, which assigns a single language to each individual in order to add up 
to the total world population; however, it is unclear how it assigns people’s first language in countries where large proportions of the population are 
bilingual or multilingual. 
Source: Wikipedia statistics at http:// stats. wikimedia. org/ EN/ TablesArticlesTotal. htm, accessed 26 May 2016, and Internet World Statistics. 

Chart 6.6: Proportion of individuals using the Internet by level of development (left) and by region (right)

Note: * Estimate. 
Source: ITU.



3. It’s changing

Over half of the world not yet online!

Innovation more possible now than ever

• Clouds
• Global-scale testbeds
• Software-defined networking
• Programmable hardware



What it all adds up to...

You have the opportunity 
for big impact!



What’s next



Assignment 2

Returned by end of week



Final Project Extravaganza

Fri May 4, 1:30pm - 4:30pm, 2nd floor atrium

• All team members should be prepared to present
• Remember to invite your friends!
• Remember to submit your poster PDF (see Piazza post)

Content

• What problem are you solving?
• Why has past work not addressed the problem?

- At least 3 academic paper citations
• What is your approach for solving it?
• What are the metrics to evaluate if the design works?
• What are the experimental results that provide answers?
• What are the unanswered questions?



Where to go from here

Inspiration from conferences, “hot” workshops, classes

Chat with me anytime

Do great research



Thank you!



One more thing...

ICES forms!


