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Administrative

Learning Objectives:

« Survey broad topics in the “system intrusions” area

Announcements:
Reaction paper was due today (and all classes)
Feedback for reaction papers soon

“Preference Proposal” Homework due 9/24 (next slide)
33 students left in the course as of yesterday

« ~= 1 Paper presentation per student?

S

=0
Q ‘ Reminder: Please put away
' lmﬂmmﬂs (backlit) devices at the start of class

CS423: Operating Systems Design




System Intrusions I

We live in an age of high profile data breaches...

Operation Aurora: Google Mail was subject to a
sustained nation state attack for the entire year of 20009.
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System Intrusions I

We live in an age of high profile data breaches...

larget loses 70 million credit card numbers...
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System Intrusions

We live in an age of high profile data breaches...

DNC loses 30 thousand emails. ..
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System Intrusions

We live in an age of high profile data breaches...

= Forbes L

#CyberSecurity

*

Equifax Data Breach Impacts 143 Million ‘ RACK s Biog

Amel'lcans Equifax, Apache Struts, & CVE-

2017-5638 Vulnerability

Equifax Inc. @
@ @Equifax v
We recently discovered a cybersecurity
incident involving consumer information.
Once discovered, we acted immediately to
stop the intrusion.

6:20 PM - 7 Sep 2017
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System Intrusions

We live in an age of high profile data breaches...

Equifax Data Breach Timeline 2017

Breached
Announced

O
Hackers in

Equifax Servers
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System Intrusions

We live in an age of high profile data breaches...

Equifax Data Breach Timeline 2017

eached

3 Months of crucial attack audit logs... [y
huge overheads!

$ Humans are very much in the loop...
1,000’s of hours of forensic analysis!

Hackers in Patched
Equifax Servers
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System Intrusions

We live in an age of high profile data breaches...
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Backtracking Intrusions

ldea: Parse individual system events into relationship graphs

System Execution

Bash:
exec(“./NGINX?”),

NGINX:
recv(.., “abc.com”);

fread(“index. html”); Event Log |\

~b
1. Bash, Spawns NGINX
2. NGINX, Receives from abc.com Dependency Graph

3. NGINX, Reads File index.html
4, ...

o )

[King and Chen, SOSP’03]
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Back [racker

* Observes OS-level events
* Obijects: processes, files, filenames
* Traces System Call Events: Process/Process, Process/File, Process/Filename
* Alternatives? Why OS level?

» Constructs dependency graph offline

* Filters graph for more succinct explanations

* EventLogger mechanism embedded in virtual hypervisor hosting target system

uest . uest
application | application

guest operating system

VMM kernel module ! EventLogger

1
|
L e e — = = e — - — - = = 4

host operating system
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Back [racker

* Observes OS-level events
* Obijects: processes, files, filenames
* Traces System Call Events: Process/Process, Process/File, Process/Filename
* Alternatives? Why OS level?

» Constructs dependency graph offline

* Filters graph for more succinct explanations

* EventLogger mechanism embedded in virtual hypervisor hosting target system

.es/;c. . ues{c_

a 1cation | a 1cation

APPHCATION 1 SPPHEAHon Is BackTracker a
guest operating system reference monitor?

VMM kernel module ! EventLogger

1
|
L e e — = = e — - — - = = 4

host operating system
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Dependency lypes

* High-Control Events: Events through which an attacker
can directly “accomplish a task” (i.e., security-critical)

* Ex: write or read a file, create a process

* Low-Control Events: Events through which an attacker
might indirectly “accomplish a task™ by affecting
another process

* Ex: modify file metadata, create directory entries

* BackTracker primarily supports tracking of high-
control events.

e Thoughts on this?
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Graph Construction

Dependency graphs
vs. backtraces....

time O: process A creates process B
time 1: process B writes file 1

time 2: process B writes file 2

time 3: process A reads file 0

time 4: process A creates process C
time S: process C reads file 1

time 6: process C writes file X
time 7: process C reads file 2

time 8: process A creates process D

3
| process A |
8
| process D
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Graph Construction

foreach event E in log { /* read events from latest to earliest */
Dependency graphs foreach object O in graph {
if (E affects O by the time threshold for object O) {

VS. bac kt races e if (E’s source object not already in graph) {

add E’s source object to graph
set time threshold for E’s source object to time of E
¥
add edge from E’s source object to E’s sink object
)
b
b

Figure 2: Constructing a dependency graph. This code shows
the basic algorithm used to construct a dependency graph from a
log of dependency-causing events with discrete times.

time O: process A creates process B

Clile 0

time 1: process B writes file 1

time 2: process B writes file 2 | process A |

time 3: process A reads file 0

process B

time 4: process A creates process C

time S: process C reads file 1
time 6: process C writes file X

. N T4 C
time 7: process C reads file 2 rocess

time 8: process A creates process D @
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ar/log/lastlog
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Filtering I

Even backtraces (i.e., dependency subgraphs) get real big,
real fast...

Filtering Strategies

* Blacklist objects or event types
* Prune read-only files from graph
* Prune helper applications from graph (how?)

* Calculate the intersection of multiple detection points
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ar/log/lastlog
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Filtering

Even backtraces (i.e., dependency subgraphs) get real big,
real fast...
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Fvaluation

Multiple real attacks against honeypot ReVirt VM, plus one
synthetic attack...

bind (Fig 5-6) ptrace (Fig 1) openssl-too (Fig 7) self (Fig 8)
time period being analyzed 24 hours 61 hours 24 hours
4 of obiects and tsinl 155,344 objects 77,334 objects 2,187,963 objects
O Objetis anc events in 108 1,204,166 events 382,955 events 55,894,869 events
# of objects and events in 5,281 objects 552 objects 495 objects 717 objects
unfiltered dependency graph 9,825 events 2,635 events 2,414 events 3,387 events
# of objects and events in 24 objects 20 objects 28 objects 56 (36) objects
filtered dependency graph 28 events 25 events 41 events 81 (49) events
growth rate of EventLogger’s log 0.017 GB/day 0.002 GB/day 1.2 GB/day
time overhead of EventLogger 0% 0% 9%
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Kernel-Supported Cost-Effective Logging j[

* BackTracker — still extraordinarily costly

* In Enterprise environment, one backtrace query
may take days to return [Liu et al.,, NDSS’| 8]

e Maetal. ATC’18 Linux Audit Benchmarks:
EEIOOO =Max Avg(Server) e ) _
c Avg(Client) ~Min U, High Storage
& 500 >
X e Overhead
’ _; ? 5 7 9.1-1,1.3-1.5-1.7.1.9-2'1-2.3-2.5-2.7-2.9.
TIME (DAY)

500/0 -
g 40 High CPU
= 2o
§ 30%
2 20% Overhead
>
O 10%
OO
; 7 ¥ + “; 4, 7
K // Ve X - 72)0’ ¢ 5/77/5 ’ % 0/7@ K
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Kernel-Supported Cost-Effective Logging

* BackTracker — still extraordinarily costly

* In Enterprise environment, one backtrace query
may take days to return [Liu et al.,, NDSS’| 8]

« Ma et al. ATC’ |8 Linux Audit Benchmarks:

Netlinke events transmission: 45% of the
total overhead caused by queueing etc.
/ Overhead \ A\
caused by the Wi ‘::>
Audit system

(generating/ | Application €=
transmitting /

logging events),
measured by
application
benchmarks.

A

verhead due to larg

Disk 1/0 for logging:

50% of the total

e
#events

Large log file size:
2 to 40 GB/day
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KCAL addresses several shortcomings of Linux Audit

Raw logging overhead

In-Kernel execution partitioning

In-Kernel elimination of event redundancy

In-Kernel garbage collection of irrelevant events

Kernel o Shared Memroy

QQWI

Application ¢== Process

Dependence <:‘r> Unit Dep
Cache Cache
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KCAL Kernel-User IPC

* KCAL drops inefficient Netlink channel in favor of

faster kernel-user communication.

* Uses shared memory instead.

* Same trick used in other auditing frameworks like Hi-

Fi (ACSAC’12), LPM (Security’15).

@qm

Application ¢== e File

Dependence <:‘r> Unit Dep
Cache Cache

Kernel o Shared Memroy

|
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KCAL Redundancy Filters

* King and Chen 2003 observe

event redundancy in offline graph
construction phase, eliminate it.

» KCAL pushes redundancy
elimination into capture phase

* Achieved through decentralized
kernel object cache

* Why is it safe to eliminate
redundant log events?

W 00 N oo L1 B W N B

. PID=422,
PID=422,
. PID=422,
PID=422,
. PID=442,
PID=442,
. PID=442,
. PID=442,
. PID=442,

Event
Event
Event
Event
Event
Event
Event
Event
Event

I

Read (FD4)
Read (FD4)
Read (FD4)
Read (FD4)
Write(FD5)
Read (FD4)
Write(FD5)
Write(FD5)
Write(FD5)
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KCAL Execution Partitioning

* King and Chen 2003 allude to
dependency explosion problem,

solve with time slicing <?<F<?§> <?
[ .

* Dependency Explosion: Each

process output assumed to 1

depend on all prior inputs

» KCAL includes execution <? g
partitioning™ module to address (] (] () (]
this, enables further reduction CFile

* ¢.f. BEEP (NDSS’13)

ivacy Research at lllinois (SPRAI)



KCAL Execution Partitioning | [

Does EP reduce effectiveness of
redundancy filtering?

* No. optimization tracks when
one unit’s dependency should be
applied to addition units.

Security & Privacy Research at lllinois (SPRAI)
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. PID=442,
. PID=422,
. PID=422,
. PID=422,
PID=422,
. PID=422,
. PID=422,
. PID=422,
. PID=422,
10.PID=442,

Event=UNIT_

Event=Read
Event=Read
Event=Read
Event=Read
Event=Read
Event=Read
Event=Read
Event=Read
Event=UNIT

ENTER
(FD4)
(FD4)
(FD4)
(FD4)
(FD4)
(FD4)
(FD4)
(FD4)
EXIT

In-Unit Redundancy

W 00 N o U1 p W N B

. PID=442,
. PID=422,
. PID=422,
. PID=422,
PID=442,
. PID=442,
. PID=422,
. PID=422,
. PID=422,
10.PID=442,

Cross-Unit Redundancy

Event=UNIT_ENTER

Event=Read
Event=Read

(FD4)
(FD4)

Event=Write(FD5)
Event=UNIT EXIT
Event=UNIT _ENTER

Event=Read
Event=Read

(FD4)
(FD4)

Event=Write(FD5)
Event=UNIT_ EXIT



KCAL Garbage Collection I

* King and Chen 2003 observe

forensically irrelevant files (e.g.,
. PID=442, Event=UNIT_ENTER
read_onIY) Can be ﬁlter’ed. . PID=422, Event=NewFD(FD5)

1

2

3. PID=422, Event=Write(FD5)
4. PID=442, Event=UNIT_EXIT
5. PID=442, Event=UNIT_ENTER
6. PID=422, Event=Write(FD5)
7
8
9
1

» KCAL pushes garbage collection
into capture phase

. PID=442, Event=UNIT_EXIT
. PID=442, Event=UNIT_ENTER
PID=422, Event=Delete(FD5)

©.PID=442, Event=UNIT_EXIT

* Achieved through decentralized

kernel object cache |
Temporary files are

* Why is it safe to eliminate not relevant to attack
redundant log events? forensics
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KCAL Evaluation

Storage Overhead

81000 =Max Avg(Server) -
% Avg(Client) =Min . e
N -
» 500 _w
: e Before
0 l:L:-A P —— e S
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TIME (DAY)
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(e8] . N . . -
S 100 Avg(Client) Min et -
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5 et After
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TIME (DAY)
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KCAL Evaluation

CPU Overhead
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KCAL Evaluation

auditd cpu consumption

00% 2 RO A 7 2PaliNg T W rared] btk AT 7 ol X

' o S Ml * » ¢ *
+ i s » ¢
s0or | I S BN T A N AT

60% [ +ProTracer =Auditd ]

40% || T 1 =n % u
44

] 1
200/0 " o = m - % I8 : '-
0%

T

CPU USAGE
B
==
L%

1 19 37 55 73 91 109 127 145 163 181 199 217 235
TIME (SECOND)

Because kernel is not always logging, auditd actually
sleeps; normally auditd can easily consume 100% of a
core’s cycles.
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KCAL Evaluation

Kernel Memory Consumption
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System Intrusions: Looking Forward

* Where to look for literature: “Big 4 security conferences (IEEE
S&P a.k.a. Oakland, USENIX Security, CCS, NDSS), reputable
second tier conferences (i.e., RAID).

* Hot Topics in System Intrusion (not exhaustive):

« Attack PROV: Efficiency (e.g., Hybrid Tainting), Fidelity (e.g.,
Execution Partitioning), Security (e.g., Provenance Monitor)

« Software Security: Attacks (e.g., any Binary Exploitation stuff),
Defenses (e.g., CFl, Privilege Separation, TCB Minimization)

* Intrusion Detection
* Vulnerability Discovery (e.g., Fuzzing, Concolic Testing)

* Network-Based Monitoring and Defense
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