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ECE 417 MULTIMEDIA SIGNAL PROCESSING
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EXAM 3

Tuesday, December 17, 2019, 1:30-4:30pm

Problem 1 (15 points)

The Maesters of the Citadel need to determine when winter starts. The temperature on
day t is x;. The state of day t is either ¢, = 0 (Autumn) or ¢, = 1 (Winter). Nobody really
knows how cold this winter will be or how long it will last, but the Maesters have created an
initial model A = {a;j,b;(z)} where a;; = p(qr = jlg—1 = i) and bj(z) = p(ar = z|g = j).

(a) Suppose we have a particular three day sequence of measurements, x1, x2, and z3. Given
that the preceding day was still autumn (gop = 0), we want to determine the joint prob-
ability that it continued to be autumn for days 1, 2, and 3, and that the three observed
temperatures were measured. In other words, we want an estimate of

Gi1=p(q1 =0,21,92 = 0,22,q3 = 0,23/q0 = 0, A)

Find G in terms of a;; and bj(x;), for whatever particular values of 4, j, and t are most
useful to you.
Solution:

G1 = adobo(x1)bo(w2)bo(3)

(b) Suppose it is known that the preceding day was still autumn (go = 0). Now, on day 1, the
Maesters have determined that the temperature is ;. Find the conditional probability,
given this measurement, that it is still autumn, i.e., find

G2 =p(q1 =0]z1,90 =0, A7)

Find G7 in terms of a;; and b;(x;), for whatever particular values of 4, j, and ¢ are most
useful to you.

Solution:
Gy = Pl =0,z1lgo =0,4) agobo(21)
>oip(ar =14,21]q0 = 0,A)  agobo(x1) + ap1bi(z1)
(¢c) The Maesters have collected a long series of measurements, {z1,...,zr} for T consecu-

tive days. From these measurements, the Maesters have applied the forward-backward
algorithm in order to calculate the following two quantities:

Oét(i) = p(‘rh ey Tty g = 7/|A)7 ﬁt(l) = p(xt-‘rlu e 7xT|Qt == Z7A)
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Using these quantities, the Maesters wish to calculate the probability that Winter started
on a particular day, ¢ = w. That is, they wish to find

G3 = p(quw-1 =0, qw = 1]z1,..., 27, A)

Find G5 in terms of oy (i), fi(7), a;; and bj(x¢), for whatever particular values of i, j, and
t are most useful to you.
Solution:

p(qw—l = 07 qu = 17 T1,--. ,.CL'T’A) Oéw_l(O)a(]lbl(.’IJw)ﬁw(l)

Gs = =
’ Zz ij(qw—l = iaQw :j7x17"'7xT|A) Zz E] Oéw_l(Z)az]bj(iUw)Bw(j)

Problem 2 (15 points)

Suppose you have a picture of a white square on a black field, A[y, =], where z is the column
index, y is the row index. You wish to perform an affine transform that will turn your square
into a picture of a diamond, B[, £], in which ¢ is the column index, and ) is the row index:

255 z=0orz=10, 0<y <10
Aly,z] =< 255 y=0o0ry=10, 0<xz <10 (1)
0 otherwise

255 p—€E=0o0r1h—E=10v2, 0<+¢&<10V2
Blih, €] =q 255 ¢p+E=00rp+£=10v2, 0<¢—€<10V2

0 otherwise

Alyx] 246810

(a) Affine Transform: This affine transform can be written by a transform matrix, as

& a,b,c x
Y| = | def y
1 g,h,i 1

Find a,b,c¢,d, e, f, g, h and i. Your answers should be numbers, or else explicit numerical
expressions; there should be no unresolved variables in your answers. Note: there is more
than one correct answer.

Solution:

There are exactly eight correct solutions. The two solutions that map point x = 0,y = 0
to point & = 0, = 0 are given by

a,b,c i@,;@,o
doe.f | =| L2420
g,hsi 0,0,1
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The two solutions that map point x = 10,y = 0 to point £ = 0,1 = 0 are given by

a,b, c +v2 if,:p5f
— V2

de f | = V2 V2 5./2

g,h,i 0,0,1

The two solutions that map point x = 10,y = 10 to point £ = 0, = 0 are given by

a,b,c ;@,i@,o
- 2 2

daeaf - —%,—%,10\/5

g,h,i 0,0,1

The two solutions that map point z = 0,y = 10 to point £ = 0,1 = 0 are given by

a7b7c :F\gf7:|:2 7:|:5\[
de f | = 2 Y2 5./2
g,h,i 0,0,1

Bilinear Interpolation: Aly, x] is a discrete-space image (y and x are integers), whereas
A(y, x) is the corresponding continuous-space image (y and x are real numbers). An affine
transform maps integer coordinates £ and v to real-valued coordinates x and y, so it’s
necessary to estimate the values of the continuous-space image. For example, one way
to compute the intensity of the pixel at B[2,1] is by setting it equal to A (%, ?) A
A(2.1,0.7). Use bilinear interpolation, combined with the information given in Eq. 1, to
estimate the numerical value of A (2.1,0.7).

Solution:

A(2.1,0.7) = (0.9)(0.3)A[2,0] + (0.9)(0.7)A[2,1] + (0.1)(0.3) A[3,0] + (0.1)(0.7)A[3, 1]
= (0.9)(0.3)(255) 4 (0.9)(0.7)(0) + (0.1)(0.3)(255) + (0.1)(0.7)(0)
= (0.3)255

(The last step, simplification, is optional).

Barycentric Coordinates: Suppose we have some coordinate with known values of x
and y, and we’re trying to find the values of ¢ and v to which it gets moved. One way to
solve this problem is by using the transform matrix you computed in part (a). A different
solution is to use the triangle whose coordinates are [x1,y1], [x2,¥2], and [x3,ys3] before
transformation, but [£1, 1], [€2, 2], and [€3,1)3] after transformation, where

HEEEE R
a0 [a]-E] [a]=1aF]

In terms of these triangles, the Barycentric coordinates of any point are the same before
and after transformation:

R b et i e S B R b o b o
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where A1 + Ao + A3 = 1. Suppose that z and y are known, but £ and 3 are unknown.
Find A\{, )2, and A3 in terms of =z and y.
Solution:

T Yy
A=—, M3=—, Ai=1- )=\
2 10 y 3 107 1 2 3
Problem 3 (20 points)

Suppose we're trying to predict the sequence (1, ..., (100 from the sequence z1, ..., x190. We
want to use some type of neural net (fully-connected, CNN, or LSTM) to compute z1, ..., 2100
in order to minimize the error

1 loo
E=— 2 —G)?
200 2= (7t =)
t=1
We only have one training sequence (z1, ..., 2100, 1, - - -,C100)-

(a) Suppose we use a fully-connected one-layer neural net, with 10,000 trainable network
weights wy;, and 100 trainable bias terms wgg, such that

100

2k =0 | wigo + E Wi 5
Jj=1

where o(x) = 1/(1 4+ e™7) is the logistic nonlinearity. Find the derivatives of the error
with respect to the weights (dE/dwy;) and biases (dE/dwyg). Express your answers in
terms of x;, 2, and (j, for appropriate values of k£ and j; the terms w;; and wy should
not show up on the right-hand-side of any of your equations.

Solution:

dE 1

= — — 1—
dwro 100(Zk Cr)zn (1 — 2)
dE 1

— (s — 1— ,
dun 100(Zk Ce) 2 (1 — z)x;

(b) Suppose we use a CNN (convolutional neural net) with 99 trainable weights w[7]
and a single scalar bias term, b, i.e.,

49
2 =0 <b+ Z w[T]xt_T>

T=—49

where o(x) = 1/(1 4+ e™™) is the logistic nonlinearity. Find the derivatives of the error
with respect to the weights (dE/dw|7]) and bias (dE/db). Assume that x; = 0 for ¢t <0
or t > 101. Express your answers in terms of x;, 23, and (i for appropriate values of k
and j; the terms w[r| and b should not show up on the right-hand-side of any
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of your equations.
Solution:

100
dE 1
b 100 tZI(Zt — Gzl — 2)
100
dE 1
- _ 1 .
dwlr] ~ 100 tZI(Zt C)ze(1 — zp)wy

(c) Suppose we use an RNN (recurrent neural network) with just one scalar memory
cell whose weights and biases are w, u, and b:

2zt = o(uxy + wzi—q1 + b)

Find the derivatives of the error with respect to the weights and biases (dF/du, dE/dw,
and dE/db). Express your answers in terms of z;, 2, and (j, for appropriate values of
k and j; the terms u, w and b should not show up on the right-hand-side of
any of your equations. You may express your answer recursively, or your answer may
contain summation () and/or product (J]) terms.

Solution:

It is possible to express dF/du, dE/dw, and dF/db without w on the right-hand-side
only if we express them in terms of dE/dz;. It is not possible to correctly express dE/dz,
without w on the right-hand-side. This should probably be considered to be an error
in the problem statement, but in any case, here’s the solution I find that is closest to
matching the problem statement:

OF 1
O m(zt )
@ _ 57E dE 0z

dZt a Ozt dZt+1 8zt

1 dE
= m(zt - Ct) + dZt+1

Zi41(1 — ze1)w
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a8 _y- B0
db po dz: Ob
100
dE
= Z th(l — Zt)
= 4%t
1D _ g 4B 0z
du — dz; Ou
100
dFE
= Z TZt(l — Zt)ZEt
1= =t
AE_ g~ dE O
dw — dz; Ow
100
dE
= E,Zt(]. — Zt)Zt 1

(d) Suppose we use an LSTM (long-short-term memory network) whose weights and

biases are pre-specified: u. = 1, and all of the other weights and biases are zero:
be = 0,uc =1, w. = 0,by =0,uy =0,wy =0,b; =0,u; = 0,w; =0,b, = 0,u, =0,w, =0

flt] = o(upzy +wpze—1+bp), ift] = o(uize +wizi—1 +b;), o[t] = o(uoxs + wozi—1 + bo)
clt] = fltle[t — 1] + i[t]o (uexs + weze—1 + be) [t]e[t]

o
Assume that c[t] = 0 for ¢ < 0. Express z; in terms of a( ¢) for 0 < ¢t < 100.
Your answer should NOT contain any of the variables c[t|, f[t], i[t], or o[t].
Your answer may contain a summation () ). You may find it useful to know that
o(0) = 3.
Solution:



