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Abstract 

This report summarizes the design and evaluation of a Smart Tripod system that enables remote, 

real-time control of a phone camera's orientation. The system consists of a motorized tripod, a custom 

iOS application, and a handheld controller that displays the iPhone’s screen via AirPlay. Users can adjust 

the camera angle dynamically while monitoring the view, enabling more flexible photo and video 

capture. The report details the integration of motor control, wireless communication, and a basic 

tracking algorithm. Verification of key functional requirements, including stable pan/tilt control, reliable 

network communication between components, and real-time video streaming are included in the report. 

Issues and limitations related to tracking precision and latency are discussed, along with potential 

improvements. 
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1. Introduction 
  

1.1 Problem and Solution 
Traditional tripods provide the necessary stability for cameras and smartphones but fall short in offering 

dynamic adjustability and real-time framing assistance. Users must manually adjust the tripod’s position 

and angle—often through trial and error—making the process time-consuming and cumbersome, 

particularly for solo content creators, vloggers, or group shots requiring precise composition. Moreover, 

conventional tripods are static and do not adapt to subject movement, limiting their practicality in 

scenarios such as demonstrations, action shots, or personal video recordings. 

Although motorized tripod systems exist, their capabilities are typically limited to basic pan-and-tilt 

functions, often without any form of real-time visual feedback. Many lack integrated solutions for live 

view monitoring, relying instead on external adjustments made without immediate confirmation. 

Additionally, these systems rarely include subject-tracking functionality, requiring users to manually 

maintain framing—an inefficient and impractical approach in dynamic filming conditions. 

To address these limitations, we propose the development of a Smart Tripod that integrates motorized 

adjustment, wireless remote control, real-time preview, and automatic subject tracking into a single, 

user-friendly platform. Our system allows users to control the orientation of their smartphone camera 

remotely via an external control unit equipped with a live display that mirrors the phone’s screen. This 

enables precise framing without physical repositioning. The remote also offers integrated controls for 

zoom, photo capture, and video recording, all supported through a custom smartphone application. 

For dynamic shooting scenarios, the Smart Tripod features an intelligent tracking mode that 

automatically adjusts the camera’s orientation to keep the subject centered within the frame. This 

functionality ensures smooth, professional-grade footage without requiring manual intervention. By 

combining motorized mobility, live feedback, intuitive app integration, and subject-tracking capabilities, 

the Smart Tripod redefines convenience and precision in mobile photography and videography. 
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1.2 Visual Aid 

 

Figure 1: Visual Aid 

Above in Figure 1 is a visual of the full system. Included is the Remote Display/Controller, the iPhone and 

custom IOS application, as well as the Remote Tripod. 

1.3 High Level Requirements 

Motor Accuracy and Responsiveness 

The most critical high-level requirement of our project is accurate motor response. The design must 

reliably position the phone according to specified azimuth and zenith angle inputs, with precise 

adjustments to ensure smooth framing and effective subject tracking. Achieving this will require careful 

consideration of signal transmission, microcontroller processing, motor inertia, and the phone’s inertia. 

iPhone camera action and responsiveness 

The second high-level requirement is to enable real-time remote camera operation over WiFi. This 

functionality will allow users to capture photos, record videos, and adjust zoom with minimal delay. 

Camera actions triggered through the remote interface must be executed promptly to ensure a 

responsive user experience. Verification of this requirement must take into account factors such as 

network congestion, WebSocket transmission latency, and iPhone processing time. 

Airplay and tracking 

The final high-level requirement is low-latency, high-frame-rate live streaming from the iPhone to an 

external display via AirPlay. This enables accurate visual feedback for the user and allows the system to 

perform automated subject tracking. For tracking, the system should detect and follow the user using 

OpenCV, sending corrective commands to the motors to keep the user centered in the frame. This 
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requirement must address challenges such as AirPlay transmission delays, Raspberry Pi processing 

limitations, and the computational overhead of real-time OpenCV operations. 

The Smart Tripod must provide low-latency, high-frame-rate live streaming from the iPhone to the 

external display via AirPlay. The video feed should maintain at least 24 FPS with <1 second of latency 

while streaming through a Raspberry Pi. Additionally, the system must perform subject detection via 

OpenCV and send corrective tracking commands to the motors within 500 milliseconds of receiving the 

video feed. Challenges include AirPlay transmission delays, Raspberry Pi processing constraints, and 

real-time OpenCV computation overhead. We will assess system performance by logging frame rates, 

transmission latencies, and processing times using code-based timestamp logging. 

2 Design 
Our design consists of three distinct parts that will be discussed in this section. Included is the Remote 

Display/Controller System, Motorized Tripod System, and iPhone App Integration System. As shown 

below in Figure 2, each system has a specific purpose and works cohesively with each other to ensure a 

functional and complete design. 

 

Figure 2: Block Diagram 

2.1 Remote Display/Controller 
The Remote Display/Controller serves as the central hub for system coordination and control. It 

establishes and maintains the Wi-Fi network that connects all devices, hosts the WebSocket server to 

enable real-time communication between components, and launches an AirPlay server to stream the 

iPhone’s display directly to the physical controller. In addition, it processes the incoming video feed using 
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a tracking algorithm to support automatic subject following, and interfaces with physical buttons to 

trigger camera functions and motorized adjustments. This system includes the following subsystems: 

2.1.1 Control/Network Subsystem 
The physical components of this system include the ESP32-S3 microcontroller, along with all associated 

GPIO connections. These encompass tracking signal inputs from the Raspberry Pi, as well as button 

inputs used to control motor movement and camera functions. The complete circuit schematics for this 

subsystem are shown below in Figure 3. 

 

  

Figure 3: Control Circuit Schematic for Remote Display/Controller PCB 

Figure 3 shows the complete microcontroller schematic, excluding the GPIO connections. This schematic 

includes the ESP32-S3 microcontroller, two decoupling capacitors, EN (enable) and BOOT switches, and a 

micro-USB header. The micro-USB header is directly connected to the D+ and D– pins of the 

microcontroller and is specifically intended for flashing firmware. Additionally, the micro-USB connection 

will only supply power to the microcontroller when the PCB is in flash mode, which is controlled by a 

dedicated switch in the power circuit. 

For each of the user controlled buttons(up, down, left, right, speed up, speed down, picture, video, 

zoom in, zoom out), it is necessary to debounce and filter out any unintended input noise. For example, 

a button that initiates a photograph must be debounced to prevent accidentally capturing multiple 

photos with a single press. For this circuit, the design shown below in figure 4 was used. A button press 

in this circuit is defined as active low (0V when pressed). 

7 
 



  

Figure 4: Button Debouncing Circuit Schematic 

We can calculate the RC time constant as follows: 

 

 τ
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

 =  𝑅
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒

𝐶 = 10𝑘𝑂ℎ𝑚 * 1µ𝐹 =  10𝑚𝑠 

 τ
𝑐ℎ𝑎𝑟𝑔𝑒

 =  𝑅
𝑐ℎ𝑎𝑟𝑔𝑒

𝐶 = 20𝑘𝑂ℎ𝑚 * 1µ𝐹 =  20𝑚𝑠 

 

With time constants within 10ms and 20ms, the circuit will provide a reasonable debounce time to filter 

out noise and not create a large amount of delay. 

This subsystem also includes the ESP32-S3 firmware, which is responsible for managing core 

communication and control functions. Its capabilities include establishing the Wi-Fi network, hosting the 

WebSocket server, maintaining active GPIO connections, and transmitting WebSocket commands based 

on inputs from both the user interface and the Raspberry Pi. For further reference, see Appendix B for a 

link to the complete code repository. 

2.1.2 Video Feedback Subsystem 
The video feedback subsystem consists of a Raspberry Pi 4B paired with a Waveshare 2.4-inch LCD SPI 

Display. This subsystem functions as an AirPlay server, enabling the iPhone to wirelessly connect and 

mirror its screen, which displays the custom iOS application. The mirrored video feed is shown on the 

display and processed using OpenCV to detect and track faces in real time. Based on the position of the 

detected face, the Raspberry Pi sets specific GPIO outputs to trigger the corresponding motor 

movements needed to re-center the subject within the frame. A flowchart illustrating the tracking 

algorithm is provided below in Figure 5. 
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Figure 5: OpenCV Tracking Algorithm 

The tracking algorithm begins by capturing and downscaling each frame to reduce processing time. If the 

KCF tracker is not yet initialized, the system performs face detection using the HaarCascade classifier 

once every ten frames. Upon detecting a face, it switches to KCF tracking, which updates the target 

region every frame. To maintain accuracy, HaarCascade detection runs once every 30 frames to verify the 

face remains within the tracked area. HaarCascade was chosen for its simplicity and speed, while KCF 

offers efficient region tracking with significantly lower computational load. Given the hardware 

constraints, the system prioritizes speed and low latency over absolute accuracy. Alternative tracking 

algorithms(body detection, advanced motion detection) were found to be too complicated and required 

much higher computational overhead causing them to be less effective. For further reference, see 

Appendix B for a link to the complete code repository. 

2.1.3 Power Subsystem 
The power subsystem consists of a battery with an internal BMS, a 7.4V to 5V step-down converter, a 

7.4V to 3.3V step-down converter, and a flash switch. It supplies power to the main board and its 

peripherals, including but not limited to the onboard ESP32-S3, Raspberry Pi, and button interfaces. The 

power system used in the Remote Display/Controller System is identical to that of the Motorized Tripod 
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System. The schematic for the final power system is shown below. 

 

Figure 6: Power systems, including battery power switch, 3.3 V converter, and 5 V converter. 

As shown in Figure 6, the 3.3V system includes a step-down conversion from 7.4V to 4.7V using a 2A 

TPS562201DDCR buck converter. Similarly, the 5V buck converter steps down from 7.4V to 5.6V using a 

5A TPS565201DDCR. Both ICs utilize 3.3 µH inductors, which are at the upper end of the recommended 

range, chosen to help reduce switching noise at low power loads. Output capacitors were also added to 

suppress high-frequency noise. 

The 3.3V buck converter output is set using a resistor divider network (R28–R29). Additional resistor 

pads were included to fine-tune the output voltage for optimal system efficiency. The output voltage of 

the buck converter is calculated using the following equation: 

            [5] 𝑉𝑜𝑢𝑡 =  0. 768 *  (1 +  𝑅1
𝑅2 )

In this design, R1 is the resistor network (R28–R29), with selected values of R2 = 10 kΩ and R1 ≈ 51.5 kΩ. 

The 5V buck converter follows a similar design approach, as shown in Figure 6. Its output voltage is 

calculated with a slightly different equation: 

            [6] 𝑉𝑜𝑢𝑡 =  0. 760 *  (1 +  𝑅1
𝑅2 )

For this configuration, R2 = 10 kΩ and R1 ≈ 63 kΩ. 

10 
 



Initially, the power system included only these two buck converters. However, during testing, a persistent 

noise margin of approximately 200 mV peak-to-peak was observed, making it difficult to stay within the 

noise limits specified in the (R and V table insert). To address this, the output voltages of the buck 

converters were increased, and two low-dropout (LDO) regulators were added: the AZ1117-3.3 and the 

MIC29300-5.0WU-TR. The performance of these LDOs will be discussed later in Section ________. 

The 3.3V linear regulator is positioned at the output of the flash switch, as shown in Figure 7. This setup 

allows selection between power input from the battery or from the micro-USB, enabling the board to be 

flashed while isolating the 5V power planes. Schottky diodes in reverse polarity were considered for this 

purpose; however, their inclusion caused the board voltage to drop below 5V, which was insufficient to 

reliably power both the Raspberry Pi and the servo motors. 

 

 

Figure 7: Power flash switch and the AZ1117-3.3 LDO. 

 

2.2 Motorized Tripod 

2.2.1 Control Subsystem 
The control subsystem of the motorized tripod is responsible for connecting to the Wi-Fi network, 

interfacing with the WebSocket server, and driving the servo motors via PWM signals. Its microcontroller 

circuit is identical to that of the Remote Display/Controller shown in Figure 3, with the exception that 

GPIO pins 4 and 5 are configured as PWM outputs instead of button inputs. The firmware enables the 

microcontroller to establish network and WebSocket connections, interpret motor control commands, 

and maintain stable PWM outputs for precise servo operation. For further reference, see Appendix B for 

a link to the complete code repository. 

2.2.2 Motor Subsystem 
The motor subsystem utilizes two 25KG high-torque RC servo motors mounted to the iPhone clamp, 

providing pan and tilt rotation up to 270 degrees. To support both manual and tracking modes, the 

system is designed to achieve directional adjustments within ±2 degrees of accuracy. Each motor has 
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three connections: a data pin linked directly to a designated GPIO on the ESP32-S3, a ground pin tied to 

the PCB’s ground plane, and a power pin connected to the 5V output of the power circuit. Originally, our 

design planned to use stepper motors, however these required higher voltages(12V) and were less 

optimal for our motor mount setup which ultimately caused our team to make the design change. 

2.2.3 Power Subsystem 
The power subsystem of the Motorized tripod works is designed to the same specifications as the 

Remote Display/Controller System power subsystem. This system provides power to the onboard 

ESP32-S3, its button peripherals, and . The exact specifications of the design can be found in Section 

2.1.3. 

2.3 iPhone Application 
The iPhone Application is directly integrated into the rest of the hardware using the webSocket server 

established by the Control/Network Subsystem. The intention for this integrated application is to allow 

users to be able to use their own IOS device to be used as the camera when utilizing the smart tripod. 

The seamless connection allows for bi-directional communication between the phone and the rest of the 

tripod. This application can be made available to users by downloading on their own IOS devices. The 

iPhone Application uses webSockets to receive commands directly from the ESP32-S3 over WiFi as well 

as providing real-time feedback via AirPlay to the Raspberry Pi which can then be viewed on the external 

display.  

2.3.1 App Subsystem 
The application itself was developed through the use of Apple’s very own integrated development 

environment, xCode. With the use of the AVFoundation framework, along with establishing a webSocket 

connection through the Smart Tripod’s own dedicated network, the App emulates the Camera App by 

allowing the user to take pictures and record videos with the external remote created for the Smart 

Tripod. The App subsystem listens for any webSocket commands sent as control buttons are pushed 

which then interprets the string message to execute the respective commands on the iPhone. The 

AVFoundation framework allows for inspecting, playing, capturing, recording, and processing audiovisual 

media on IOS devices. This framework was utilized in allowing the app, with necessary permissions by 

the user, to use the device’s camera for real-time feedback as well as necessary camera controls.  

3. Design Verification 
The following section will describe the high level requirement verification and will delve into proof of 

verification. Some of these high level requirements require specified lower requirements that are 

specified in our R and V table found in Appendix A 

3.1 Motor Accuracy and Responsiveness 
To ensure motor accuracy and responsiveness, the motors were designed to respond within 250 ms and 

achieve an accuracy of 2°. Motor accuracy was verified across various step sizes using the iPhone’s 

built-in Compass and gyroscope apps, which demonstrated sub-1° step sizes for multiple small 

adjustments. Responsiveness was measured using internal WebSocket commands, resulting in a total 
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delay from command issuance to signal transmission of 10–20 ms, as shown in Figures 8 and 9.

 

Figure 8: Delay from Button to webSocket command sent ~ 2-4ms 

 

Figure 9: Delay from command received to motor adjustment ~ 5-8ms 

3.2 iPhone Camera Action and Responsiveness 
In order to ensure that the camera actions work as intended without any issues that may stall other parts 

of the system, we decided from our tolerance analysis that the camera actions triggered from the 

external remote interface must execute within 500ms. This ensures that the user experience is not 

disrupted by delay’s that may occur. The anticipated sources of delay include network congestion, and 

the iPhone application processing time. These delays were both captured through logging timestamps 

and finding the difference between when the button is pushed to when the webSocket command is sent 

as well as when the webSocket is received by the application to when it begins execution of the 

command. Total delay is well within the requirements and shows almost no delay when executing 

commands to the iPhone application.   

 

Figure 10: Delay from Button to webSocket command sent (~ 2-4ms) 
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Figure 11: Delay from webSocket command sent to execution (~ 0.2-0.4ms) 

3.3 AirPlay and Tracking 
To ensure a reliable and user-friendly experience, the AirPlay connection and automatic tracking were 

required to maintain a latency of under one second and a minimum frame rate of 24 FPS at a resolution 

of 320×240—the native resolution of the LCD screen. These performance criteria were validated 

according to the Requirements and Verification (R&V) table outlined in Appendix A. 

   

Figure 12: Airplay Latency (~200-600ms) 

Figure 12 illustrates the timer test used to evaluate AirPlay latency. As shown, the system consistently 

maintained latency well below one second during normal operation. 

 

Figure 13: FPS and Tracking Latency(~28-30FPS, ~45-60ms respectively) 

Figure 13 presents the recorded frame rate and tracking latency resulting from the tracking algorithm. 

Timestamps were used to calculate both metrics. The results met all specified requirements, confirming 

the effectiveness of the AirPlay connection and tracking system. 

3.4 Power Systems 
The power system was verified against the requirements outlined in the R and V table in Appendix A. For 

detailed specifications, please refer to the R and V table. Our testing results remained within the defined 

tolerance limits, as shown in Figures 14 and 15 below. This established a reliable power distribution 

network for all onboard components, ensuring compliance with the high-level system requirements. 
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Figure 14: Output of the 3.3V LDO with 3.32V mean and 40mV peak-peak  

  

Figure 15: Output of the 5V LDO with 4.96V mean and 40mV peak-peak. 

 

4. Costs 
Our project consists of the development of multiple PCBs, and the development of an IOS application. In 

addition, each PCB will need a dedicated power distribution system, and additional peripheral control 

including servo motors, and a Raspberry Pi. Due to the extensive nature of our project, we estimate that 

each team member will contribute 12 hours per week to complete this project. 

 

The average salary of a UIUC EE graduate is approximately $88,000 and the salary of a UIUC CE graduate 

is approximately $109,000 which results in an average salary of $98,500. Assuming working 40 hours per 

week with two weeks vacation, this results in: $98,500/2000 hours = $49.25/hour 

 

Since our group has three members, and this project will take roughly 8 weeks to complete, the total 

labor cost can be calculated: 
 

 𝐿𝑎𝑏𝑜𝑟 𝐶𝑜𝑠𝑡 =  (ℎ𝑜𝑢𝑟𝑙𝑦 𝑟𝑎𝑡𝑒)(𝑡𝑜𝑡𝑎𝑙 ℎ𝑜𝑢𝑟𝑠 𝑠𝑝𝑒𝑛𝑡) * 2. 5 𝑝𝑒𝑟 𝑝𝑎𝑟𝑡𝑛𝑒𝑟
 𝐿𝑎𝑏𝑜𝑟 𝐶𝑜𝑠𝑡 =  (49. 25 $/ℎ𝑜𝑢𝑟)(12 ℎ𝑜𝑢𝑟𝑠/𝑤𝑒𝑒𝑘 *  8 𝑤𝑒𝑒𝑘𝑠) * 2. 5 * 3 𝑝𝑎𝑟𝑡𝑛𝑒𝑟𝑠 =  $35460
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In addition to our group’s labor cost, we have each part and their costs shown below in table 1: 

 

Table 1 Parts Costs 
Part Quantity Retail Cost ($) Bulk Purchase 

Cost ($) 
Manufacturer 

25KG High Torque RC 
Servo 

2 16.99 33.98 amazon 

ESP32-S3-WROOM-1-
N16 

2 5.92 11.84 digikey 

Raspberry Pi 4B 1 55 55 digikey 

Smartphone clamp 
mount 

1 6.99 6.99 amazon 

BMS for battery 1 8.99 8.99 amazon 

Tripod 1 15.39 15.39 amazon 

PCEONAMP 7.4V 
Battery 

2 19.99 39.98 amazon 

Waveshare 2.4in LCD 
SPI Screen 

1 18.99 18.99 amazon 

Pan and Tilt Servo 
Bracket Mount 

1 9.95 9.95 amazon 

PCB 2 5 10 pcbway 

AZ1117-3.3 2 1.78 3.56 digikey 

TPS565201DDRC 2 1.22 2.44 digikey 

TPS562201DDRC 2 0.35 0.7 digikey 

Amphenol Micro USB 
B Connector 

2 0.47 0.94 digikey 

Push Buttons 8 0.1 
 

0.8 digikey 

Switches 9 0.77 6.93 digikey 

XT30 PCB Connector 2 0.81 1.62 tme 

3.3uH Inductor - 
IHLP3232DZER3R3M

4 1.1 4.4 digikey 
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https://www.amazon.com/Miuzei-Waterproof-Compatible-Steering-Horn%EF%BC%88270%C2%B0%EF%BC%89/dp/B0C5LWHTQ1/ref=sr_1_2_sspa?crid=3F4I9O4NUCO9T&dib=eyJ2IjoiMSJ9.7sVFEvnBUrnueRc48zdTKy5n9v4Ed5hWQMCXXfN5Q3buecmH5cHtCwIG2b8UFnIY_U2Ok8y3QLUWwEkCRXL3_-EyINyP-0Ekfzq1Ri7UgG-47dD5Y2ByiVcSwDKovP9yx2QTjyDWe24nCuDK32KqcWGrmVNAY7yORr7Kz55lhhylnxEP-D9Lkl4xq4o34b97YijOe6_qijw5KSu7HCJioq5CTKmPeoSE7oKIOz4zFNcf6eYfLWmOq2G-9TroVmoP0wG46rxpKig8MSvYKZj3E79sOgSzbRrhB-5JKyv-mW8.uB1RRm6MY7OK9sFxuNU70dwn0h4QXpJGSuFXQOXbGeI&dib_tag=se&keywords=270%2Bdegree%2Bservo&qid=1741157192&sprefix=270%2Bdegree%2Bservo%2Caps%2C120&sr=8-2-spons&sp_csd=d2lkZ2V0TmFtZT1zcF9hdGY&th=1
https://www.digikey.com/en/products/detail/espressif-systems/ESP32-S3-WROOM-1-N16/16163979?gclsrc=aw.ds&&utm_adgroup=&utm_source=google&utm_medium=cpc&utm_campaign=PMax%20Shopping_Product_Medium%20ROAS%20Categories&utm_term=&utm_content=&utm_id=go_cmp-20223376311_adg-_ad-__dev-c_ext-_prd-16163979_sig-CjwKCAiArKW-BhAzEiwAZhWsIHmmfeULgcV3QKfGFJ3WSrSNnp6vaR6E52gP28VsN1jJly0nU1UN9hoCJDMQAvD_BwE&gad_source=1&gclid=CjwKCAiArKW-BhAzEiwAZhWsIHmmfeULgcV3QKfGFJ3WSrSNnp6vaR6E52gP28VsN1jJly0nU1UN9hoCJDMQAvD_BwE&gclsrc=aw.ds
https://www.digikey.com/en/products/detail/raspberry-pi/SC0194(9)/10258781?gclsrc=aw.ds&&utm_adgroup=&utm_source=google&utm_medium=cpc&utm_campaign=PMax%20Shopping_Product_Medium%20ROAS%20Categories&utm_term=&utm_content=&utm_id=go_cmp-20223376311_adg-_ad-__dev-c_ext-_prd-10258781_sig-CjwKCAiArKW-BhAzEiwAZhWsIFQ_GOanob7G7HQUy-9veWvrziGuKlqPX7hGS1hVEdkvpCfR9f2wehoCAl4QAvD_BwE&gad_source=1&gclid=CjwKCAiArKW-BhAzEiwAZhWsIFQ_GOanob7G7HQUy-9veWvrziGuKlqPX7hGS1hVEdkvpCfR9f2wehoCAl4QAvD_BwE&gclsrc=aw.ds
https://www.amazon.com/dp/B07S8TTH34?ref=ppx_yo2ov_dt_b_fed_asin_title
https://www.amazon.com/dp/B07KSQY67X?ref=ppx_yo2ov_dt_b_fed_asin_title&th=1
https://www.amazon.com/dp/B00XI87KV8?ref=ppx_yo2ov_dt_b_fed_asin_title&th=1
https://www.amazon.com/dp/B0D12Q3GSS?ref=ppx_yo2ov_dt_b_fed_asin_title
https://www.amazon.com/dp/B08H24H7KX?ref=ppx_yo2ov_dt_b_fed_asin_title
https://www.amazon.com/Servo-Bracket-Mounts-MG996R-Steering/dp/B0BYNBZHD1?gQT=1
https://www.pcbway.com
https://www.digikey.com/en/products/detail/diodes-incorporated/AZ1117H-3.3TRG1/21378521?gclsrc=aw.ds&&utm_adgroup=&utm_source=google&utm_medium=cpc&utm_campaign=PMax%20Shopping_Product_Medium%20ROAS%20Categories&utm_term=&utm_content=&utm_id=go_cmp-20223376311_adg-_ad-__dev-c_ext-_prd-21378521_sig-CjwKCAiArKW-BhAzEiwAZhWsIJ8FAiMQ4cOUQRWg1piUVGrbfQZKUNX8WTGmh287ObjKZhxfNcY0ShoCsvMQAvD_BwE&gad_source=1&gclid=CjwKCAiArKW-BhAzEiwAZhWsIJ8FAiMQ4cOUQRWg1piUVGrbfQZKUNX8WTGmh287ObjKZhxfNcY0ShoCsvMQAvD_BwE&gclsrc=aw.ds
https://www.digikey.com/en/products/detail/texas-instruments/TPS565201DDCR/7732455
https://www.digikey.com/en/products/detail/texas-instruments/TPS562201DDCR/5808210
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https://www.digikey.com/en/products/detail/vishay-dale/IHLP3232DZER3R3M01/2657469
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Green Clear SMD LED 3 1.04 3.12 digikey 

Red Clear SMD LED 1 1.04 1.04 digikey 

0.1uF 0805 Capacitor 10 0.08 0.8 digikey 

1uF 0805 Capacitor 11 0.08 0.88 digikey 

10uF 0805 Capacitor 9 0.15 1.35 digikey 

22uF 0805 Capacitor 3 0.12 0.36 digikey 

15uF 1210 Capacitor 2 0.23 0.46 digikey 

56kOhm Resistor 1 0.1 0.1 digikey 

33kOhm Resistor 2 0.1 0.2 digikey 

10kOhm Resistor 25 0.1 2.5 digikey 

5kOhm Resistor 1 0.12 0.12 digikey 

100 Ohm Resistor 4 0.1 0.4 digikey 

60.4 kOhm Resistor 1 0.1 0.1 digikey 

60 Ohm Resistor 1 0.1 0.1 digikey 

140 Ohm Resistor 1 0.1 0.1 digikey 

260 Ohm Resistor 1 0.1 0.1 digikey 

MIC29300-5.0WU 2 3.55 7.10 digikey 

 

The parts needed for the product sum to a total of $251.33. 

In addition to these parts, the machine shop quoted our project at 2 days of work, at $56.12 per hour, 

giving a total machine shop cost of: (cost per hour)*(hours per day)*(days) = (56.12)*(7.5)*(2) = $841.8 
 

4.3 Total Cost 
The list above along with the cost analysis for labor concludes our total cost for the entire project from 

top to bottom. This grand total which includes the parts list and labor cost from all group members as 

well as with help from the machine shop will be:  

 

 𝑇𝑜𝑡𝑎𝑙 𝐶𝑜𝑠𝑡 = $35460 +  $841. 80 +  $248. 70  =  $36550. 50
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https://www.digikey.com/en/products/detail/yageo/RC0805FR-07226RL/727745
https://www.digikey.com/en/products/detail/microchip-technology/MIC29300-5-0WU/771591


5. Conclusion 

5.1 Accomplishments 
Overall, our design proved to be highly successful. During the planning phase, we were diligent in 

selecting components and cross-referencing multiple sources to ensure well-informed decisions. 

Recognizing the importance of stable power delivery, we prioritized designing a reliable and efficient 

power system capable of handling the variable demands of the motors and Raspberry Pi. This process 

deepened our understanding of power circuit design for high-current applications. 

Firmware flashing was accomplished using a streamlined approach by leveraging the ESP32-S3’s built-in 

USB-to-UART converter. This decision eliminated the need for a custom programming header and 

enabled reliable, issue-free flashing via micro-USB. 

All major software components performed effectively. The Wi-Fi network and WebSocket servers 

maintained stable connections, and the face-tracking algorithm achieved consistent and accurate 

results—an area we initially identified as a technical risk. 

This project challenged us to apply critical thinking, work through complex design decisions, and 

ultimately build a unique, functional system while gaining valuable hands-on experience. 

5.2 Uncertainties 
While we met nearly all of the design specifications, there was one R and V requirement we were unable 

to satisfy: the network throughput capacity requirement outlined in Section 4 of the R and V table in 

Appendix A. Although many microcontrollers include internal network monitoring tools that can be 

evaluated using iPerf, the ESP32-S3 does not support running iPerf, as the relevant ESP-IDF commands 

are only compatible with earlier ESP32 models. As a result, we were unable to verify this specific 

requirement. 

5.3 Ethical considerations 
Our project raises several ethical concerns that can be categorized into four key areas: Privacy and 

Surveillance, Bias in Computer Vision Tracking, Transparency and Honesty, and Accessibility and 

Inclusivity. 

5.3.1 Privacy and Surveillance 
Privacy is a primary concern due to the Smart Tripod’s use of object tracking, remote control 

functionality, and live camera feeds. These features inherently involve wireless communication, screen 

mirroring, and data transmission, which could pose risks if not properly managed. To align with IEEE 

Code of Ethics I.1, which emphasizes the responsible handling of user data and privacy protection, we 

will ensure that users are fully aware of what data is being collected at all times. Clear visual indicators 

will notify users when tracking or remote access features are active, preventing unauthorized or 

unnoticed usage. 

5.3.2 Bias in Computer Vision Tracking 
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To ensure fair and unbiased tracking, the object detection system must be trained on diverse datasets to 

prevent any unintended biases that could cause the algorithm to favor or exclude certain individuals. 

This aligns with IEEE Code of Ethics II, which calls for fairness and respect in technology development. By 

testing the system with a wide range of skin tones, clothing variations, and lighting conditions, we will 

work to eliminate biases and ensure accurate tracking for all users. 

5.3.3 Transparency and Honesty 
Maintaining transparency and honesty throughout the development process is essential. Users must 

have confidence that the Smart Tripod operates as advertised and that its limitations and risks are 

communicated clearly. To adhere to IEEE Code of Ethics I.3, which emphasizes honesty in engineering 

practices, we will provide detailed documentation of the system’s capabilities and limitations. This 

includes publishing clear user guidelines, performance expectations, and any potential risks associated 

with the product. 

5.3.4 Accessibility and Inclusivity 
The Smart Tripod should be intuitive and accessible to all users, regardless of technical expertise. In 

accordance with ACM Principle 1.4, which promotes fairness and inclusivity in technology, we will design 

the interface to be user-friendly, with clear controls and straightforward setup. Additionally, users will 

have full control over recording and tracking functions, ensuring that the system does not unintentionally 

capture footage or track subjects without explicit consent. 

 

By addressing these ethical considerations proactively, we aim to develop a secure, fair, and transparent 

product that respects user privacy while enhancing the photography and videography experience. 

5.4 Future work 

5.4.1 Hardware 

After working extensively with the power system and control interfaces, our group identified two key 

design improvements for future iterations. 

First, we would prioritize redesigning the power system entirely. Our initial power requirements were 

significantly overestimated, as we followed the recommended power specifications outlined in the 

Raspberry Pi and ESP32-S3-WROOM1 documentation. Given the observed lower power consumption in 

practice, we would consider eliminating the 3.3V buck converter altogether. Currently, the system steps 

down to a regulated 5V, while the buck converter reduces the voltage to 4.7V before it is regulated down 

to 3.3V. The combined efficiency of the buck converter and linear regulator is likely comparable to that of 

a direct 5V-to-3.3V step-down. Based on the actual power demands—approximately 1W per board—and 

recognizing that the 5V system requirements were lower than anticipated, we would consider switching 

to a 3.7V single-cell battery paired with a 3.3V LDO and a 5V step-up converter. This approach would 

reduce the overall footprint and improve system efficiency. 
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The second proposed change is to increase the display size to enhance user experience. Budget 

permitting, we would also like to integrate a touchscreen interface to replace the physical buttons. This 

would not only enlarge the usable screen area but also boost the system’s market appeal. 

5.4.2 Firmware/Software 
After gaining knowledge on xCode and its multitude of features, there are many ways to elevate and 

customize the application and add even more features that can tailor to an even larger majority of users 

who like to partake in media creation, personal or professional. Apple has several frameworks that can 

be implemented to have even more control over the device. One of these frameworks is called SensorKit, 

which allows developers to select raw data, or metrics that the device processes from a sensor. One of 

many sensors that can have a positive impact on the Smart Tripod system is the Ambient Light Sensor 

(ALS) which captures the intensity of light which can then be used to automatically adapt to the 

environment and provide the best lighting which would also work to improve the automatic tracking 

feature. Further work also includes creating an even more user-friendly UI along with even more 

indicators to ensure that users are always informed about what is happening in the app. A great example 

of implementing more features would be how certain apps emulate digital cameras, this would allow 

users to be able to edit their pictures in real-time instead of after capturing their videos and pictures.  
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Appendix A: Requirement and Verification Table 
 

Table X   System Requirements and Verifications  

Requirement Verification Verificatio
n status  
(Y or N) 

1. 3.3V Power supply - Controller system and 

motor subsystem 

 

The power subsystem should be capable 

of supplying power to the control system 

at 3.3 V  100mV from the step down ±
converter to ensure safe operation of the 

ESP32S3 and its peripherals. It should be 

able to supply this current and voltage 

irrespective of voltage drops from the 

battery pack. 

1. Verification 
 

a. Plug in the battery to the PCB. 
b. Connect an oscilloscope channel pair 

across the output voltage of the buck 
converters inductor, and the ground plane. 

c. Measure the average voltage as well as the 
peak to peak ripple. Compare these values 
to the requirement 

Y 

1. 5V power supply - Controller system and 

motor subsystem 

 

The power subsystem should be capable 

of supplying power to the motor 

subsystem or Raspberry Pi at 5V 

, to ensure stable operation of ± 100 𝑚𝑉
the motors. 

2. Verification 
 

a. Plug in the battery to the PCB. 
b. Connect an oscilloscope channel pair 

across the output voltage of the buck 
converters inductor, and the ground plane. 

c. Measure the average voltage as well as the 
peak to peak ripple. Compare these values 
to the requirement 

Y 

2. Motor Button Response and Tracking 

Control Latency 

 

The ESP32-S3 must process manual button 

inputs and subject tracking data and send 

3. Verification 
 

a. Ensure the ESP32S3 is plugged in via Micro 
USB. 

b. Open a serial terminal to monitor the 
ESP32S3 output. 

Y 
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servo motor commands with ≤125 ms 

latency, allowing ample time for motors to 

receive and react to commands within the 

250ms high level requirement 

c. Press a motor button and verify the two 
timestamps(time at button pressed, time 
at websockets sent) are within 125ms of 
each other. 

 
Timestamps will be recorded within ESP32S3 

flashed firmware. 
3. Camera Button Response Latency  

 

The ESP32-S3 must process manual button 

inputs for camera control and send iPhone 

camera control commands with ≤250 ms 

latency, allowing sample time for the 

iPhone to receive and react to commands 

within the 500ms high level requirement. 

4. Verification 
 

a. Ensure the ESP32S3 is plugged in via Micro 
USB. 

b. Open a serial terminal to monitor the 
ESP32S3 output. 

c. Press a camera button and verify the two 
timestamps(time at button pressed, time 
at websockets sent) are within 250ms of 
each other. 

 
Timestamps will be recorded within ESP32S3 

flashed firmware. 

Y 

4. Network Throughput Capacity  

 

The ESP32-S3’s dedicated WiFi network 

must support simultaneous motor control, 

camera commands, and tracking data 

transmission without exceeding 80% of 

available bandwidth to prevent 

congestion. 

5. Verification 
 

a. Ensure the ESP32S3 is plugged in via Micro 
USB. 

b. Open a serial terminal to monitor the 
ESP32S3 output 

c. Enter test_network into the terminal to 
check network statistics. The maximum 
bandwidth will be printed. 

d. Now, begin running Airplay and enabling 
tracking mode on the tripod. 

e. Enter the following command into the 
ESP32S3 terminal: network_status 

f. Ensure that the output does not show 
network exceeding 80% bandwidth over 
normal operation 

 
ESP32S3 firmware will utilize the esp_wifi and 

WIFI C++ libraries to monitor network 
traffic. 

N  

5. Network Stability 

 

The ESP32-S3 must maintain a stable 

connection with ≤5% packet loss, ensuring 

reliable data transmission across all 

system components. 

6. Verification 
 

a. Ensure the ESP32S3 is powered. 
b. Log in to the ESP32S3’s WiFi network using 

an external computer. 
c. Run this command:  
ping 192.168.4.1 -n 100 (default IP address of 
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ESP32S3) 
d. Ensure that the output has packet loss less 

than or equal to 5% 
6. Power Consumption - Controller System 

and Motor System 

 

The ESP32-S3 must operate a ≤1.5W 

power budget to ensure efficiency in 

portable use and to prevent excessive 

overheating. 

7. Verification 
 

a. Unplug the battery from the remote 
control PCB. 

b. Unplug the Raspberry Pi 5v power 
connector from the PCB, and power using 
the USBC port instead. 

c. Plug in the MicroUSB cable to power the 
ESP32S3, but keep the USB/Battery switch 
on the Battery setting. 

d. Connect the 3v3USB pin directly to the 
3.3V pin on the ESP32S3(or equivalent 
trace) using a multimeter. 

e. Wait for ESP32S3 to boot up and begin 
normal operation, including Airplay. Then 
measure the current draw(average over 
span). 

f. Calculate power (P = V * I) and ensure the 
value is below 1.5W 

Y 

7. AirPlay Streaming Latency 

 

The iPhone’s screen must stream to the 

Raspberry Pi with ≤1s latency at ≥24 FPS 

for real-time monitoring. 

8. Verification 
 

a. Ensure that the Raspberry Pi is powered, 
and ready to receive Airplay connection. 

b. Connect the iPhone to the Airplay server 
and verify that the screen is mirrored on 
the display. 

c. Ensure that the displayed FPS is at least 24 
FPS 

d. On the mirrored iPhone, begin a timer for 
ten seconds, and begin a secondary timer 
simultaneously with a separate device. 

e. Stop the secondary timer when the 
remote display shows the timer being 
completed. Ensure that the result is within 
1 second of the expected 10s timer. 

f. Repeat 5 - 10 times until certain latency is 
under 1 second. 

Y 

8. OpenCV Tracking Accuracy 

 

The OpenCV algorithm should process and 

send tracking commands to keep the 

Subject within a 190x160 centered 

rectangle on the display(340x240) 

9. Verification 
 

a. Power on the motorized tripod. 
b. Plug into the Raspberry Pi via USBC, and 

log into the desktop with microHDMI. 
c. Make sure the Raspberry Pi is 

unconnected from the PCB power source, 

Y 

24 
 



and plug in the remote controllers battery 
to start the ESP32S3. 

d. On the Raspberry Pi, run the following file: 
tracking_test.py 

e. Connect your iPhone to the Airplay, and 
initiate a tracking scenario. 

f. Verify that the algorithm is able to keep 
the subject within the 190x160 rectangle 
at a moderate speed. 

9. OpenCV Processing Speed  

 

The Raspberry Pi must process subject 

tracking data and send tracking commands 

with ≤500 ms latency to ensure smooth 

camera adjustments. 

10. Verification 
 

a. Ensure that the Raspberry Pi is powered, 
and ready to receive Airplay connection 

b. Plug in a micro HDMI cable to the 
Raspberry Pi to view the desktop. 

c. Run the following python file: 
processing_speed_test.py 

d. Connect your phone to the Airplay server, 
and set up a tracking scenario with a 
subject. 

e. Observe the timestamps recorded (just 
before the subject is detected and just 
after the tracking command is sent) and 
ensure the difference is within 500ms. 

Y 

10. Power Consumption 

 

The Raspberry Pi and Waveshare LCD must 

operate within a ≤10W(Raspberry Pi 4 full 

stress power consumption) power budget 

to ensure efficiency in portable use and to 

prevent excessive overheating. 

11. Verification 
 

a. Ensure the remote control PCB is powered 
by the battery. 

b. Remove the 5V Raspi Power connector and 
replace it with a multimeter. 

c. Begin normal tracking operation of the 
system, and measure the current 
draw(average over time). 

d. Calculate the power (P = V * I) and ensure 
it is below 10W. 

Y 

11. Motor Button Response and Tracking 

Control Latency 

 

The ESP32-S3 must send stepper motor 

commands after receiving   with ≤125 ms 

latency, allowing accurate positioning with 

relatively small delay 

12. Verification 
 

a. Ensure the ESP32S3 on the tripod PCB is 
plugged in via Micro USB, and that the 
remote controller is turned on and 
connected. 

b. Open a serial terminal to monitor the 
ESP32S3(tripod PCB) output. 

c. Initiate a motor command by pressing a 
motor button on the remote controller 
and verify the two timestamps(time at 
websockets received, time at PWM sent) 
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are within 125ms of each other. 
 
Timestamps will be recorded within ESP32S3 

flashed firmware. 
12. Network Stability 

 

The ESP32-S3 must maintain a stable 

connection with ≤5% packet loss, ensuring 

reliable data transmission between the 

controller and the tripod. 

13. Verification 
 

a. Ensure the ESP32S3 on the tripod PCB is 
plugged in with Micro USB, and connected 
to the remote controller network. 

b. Open a serial terminal to monitor the 
ESP32S3(tripod PCB) output. 

c. Type the following command into the 
terminal: network_status 

d. Read the IP address, and then on a 
separate computer, log into the remote 
controller’s network and run this 
command: ping <IP_address> -n 100 

e. Verify that the packet loss is less than or 
equal to 5%. 

Y 

13. Motor power consumption 

 

The motors should draw ≤ 7.5 W of power 

at any given moment, to ensure safe 

power consumption and decent battery 

lifetime of the tripod. 

14. Verification 
 

a. Disconnect the motors from the PCB. 
b. Connect an ammeter in series with the 

ground wire of the motor. Connect a 
voltmeter between the power and ground 
terminals of the motor.  

c. Start the motorized tripod and use it under 
normal operating conditions. 

d. Watch the two meters while running 
under normal conditions, and record the 
maximum values that appear across both 
the meters. 

e. Calculate power (P = V * I) and ensure the 
value is below 7.5 W. 

Y 

14. Motor Step Accuracy 

 

The motor subsystem should be capable of 

stepping in ≤ 2° increments. This will 

create fine control over position to 

accurately position the tripod’s camera 

holder.  

15. Verification 
 

a. . Ensure the ESP32S3 on the tripod PCB is 
plugged in with Micro USB, and connected 
to the remote controller network. 

b. 2. Place a phone on the tripod mount. 
Open a gyroscope app on the iphone.  

c. 2. Open a serial terminal to the 
ESP32S3(tripod PCB)3. Type the following 
command into the terminal: turn_right.  

d. 4. Record the difference in position. 
Compare this to the requirement. 

Y 

15. Camera Command Execution Latency 16. Verification Y 
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The app must execute camera control 

commands (e.g., photo capture, video 

recording, zoom adjustments) within 250 

ms after receiving them via WebSockets 

over WiFi, allowing ample time for the 

ESP32-S3 to send commands to adhere to 

the 500 ms latency high level requirement. 

 
a. Ensure the remote controller system is 

turned on and running. 
b. Connect your iPhone to the remote 

controller’s network, and plug into a 
computer via USB. 

c. Open and run the application through 
Xcode and view the console. 

d. Initiate a camera action by pressing one of 
the camera buttons on the remote control. 

e. View the timestamps in the console(when 
websockets command is received, and 
when the camera action is initiated) and 
ensure they are within 250ms. 

16. Power Consumption 

 

The iPhone application and Airplay action 

must operate within a ≤6W power budget 

to ensure efficiency in portable use and to 

prevent excessive overheating. 

17. Verification 
 

a. Ensure the remote controller system is 
turned on and running. 

b. Connect your iPhone to the remote 
controller’s network, and plug into a 
computer via USB. 

c. Open and run the application through 
Xcode. 

d. Initiate Airplay connection to the 
Raspberry Pi. 

e. In Instruments, click on the Energy Usage 
Graph, and locate the average power 
consumption. Ensure that this value stays 
less than or equal to 6W during normal 
operation. 

Y 

 

Appendix B: Miscellaneous 
 

Repositories: 

Raspberry Pi and ESP32-S3 code: https://github.com/henry-thomas-1/ECE-445-Smart-Tripod/tree/main  

IOS Application code: https://github.com/migueldomingo13/ECE-445-Smart-Tripod-App 
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Figure 16: Motorized Tripod PCB schematic 
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Figure 17: Remote Display/Controller PCB Schematic 
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 Figure 18: Remote Display/Controller PCB 

  

Figure 19: Motorized Tripod PCB 
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FIgure 20: Physical Design of Controller system 
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Figure 21: Physical Design of Tripod system 
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FIgure 22: Remote Display/Controller box Internals 
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Figure 23: Motorized Tripod System Electrical Box Internals 
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Figure 24: Smart Tripod IOS Application UI 
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