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(The proof of this for $n>2$ uses the Jordan canonical form, we will not worry about this.)
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The particular type of observer we will construct is called the Luenberger observer after David G. Luenberger, who developed this idea in his 1963 Ph.D. dissertation.

David Luenberger is a Professor at Stanford University.
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Assumption: The output injection matrix $L$ is chosen in such a way that the matrix $A-L C$ is Hurwitz (i.e., all of its eigenvalues lie in LHP).

At this point, we do not assume anything about observability.
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For fast convergence, want eigenvalues of $A-L C$ far into LHP!!
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The eigenvalues of $A-L C$ are the observer poles. We want these poles to be stable and fast.
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In fact, these two facts are closely related because CCF is dual to OCF.
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Hence the name Observer Canonical Form - convenient for observer design.
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In fact, this procedure is not necessary because of duality between controllability and observability!!
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& =\left[\begin{array}{c}
C \\
C A \\
\vdots \\
C A^{n-1}
\end{array}\right]^{T}=[\mathcal{O}(A, C)]^{T}
\end{aligned}
$$

Thus, $\mathcal{O}(A, C)$ is nonsingular if and only if $\mathcal{C}\left(A^{T}, C^{T}\right)$ is.
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## Observer Pole Placement, O/C Duality Version

Given an observable pair $(A, C)$ :

1. For $F=A^{T}, G=C^{T}$, consider the system $\dot{x}=F x+G u$ (this system is controllable).
2. Use our earlier procedure to find $K$, such that

$$
F-G K=A^{T}-C^{T} K
$$

has desired eigenvalues.
3. Then

$$
\operatorname{eig}\left(A^{T}-C^{T} K\right)=\operatorname{eig}\left(A^{T}-C^{T} K\right)^{T}=\operatorname{eig}\left(A-K^{T} C\right)
$$

so $L=K^{T}$ is the desired output injection matrix.
Final answer: use the observer

$$
\begin{aligned}
\dot{\widehat{x}} & =(A-L C) \widehat{x}+L y \\
& =\left(A-K^{T} C\right) \widehat{x}+K^{T} y .
\end{aligned}
$$
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