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Major Commodities
❖ Web traffic (categorized by topic and country origin) 

• Topics: gambling, pharma, adult, etc.

• Origin: US, EU, Asia, Mix, etc. 
• Sources: SEO, spam, ads, bots, resale, etc. 
• Monetization: affiliate marketing, click fraud, resale 

❖ Installs (categorized by target country) 
• Target: US, EU, Asia, Mix, etc. 
• Sources: compromise (Web, email, etc.), trojans, resale, etc. 
• Monetization: bots (e.g. spam), ransomware, fake AV, etc.
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Figure 13: Top five countries of bidders on abusive jobs.

generation, where nearly 15% of bids per bidder are on
other article jobs. Moreover, not only are most bids on
other job categories, but the majority of bids are on jobs
that did not even fall into an abuse category in Table 2.
In other words, for bidders who bid on at least one abuse
job, 70–80% of their other bids were for a non-abuse job.

Buyers follow a similar pattern as bidders, but are
slightly more focused: 10% of a buyer’s jobs, on aver-
age, are for jobs in the same category, while 60–70%
of a buyer’s jobs were for a non-abuse job. Article con-
tent generation again is the one exception, with 30% of a
buyer’s jobs requesting articles.

6 Discussion
Figure 14 illustrates how the various markets described
in this study fit together in the Web abuse chain. At the
lowest level, workers need access to Web proxies (due
to account registration limits placed on IP addresses),
CAPTCHA solvers/OCR packages, and phone numbers.
Utilizing these components, abusers can create Web-
based email accounts, the primary building blocks for
service abuse. The email accounts can be used to reg-
ister accounts for a number of Web services, including
Craigslist, Facebook, Twitter, Digg, etc.

The abusers can then implement various monetiza-
tion schemes with the accounts, most of them involving
“spamming”. The most direct form of spamming utilizes
the Web email accounts to send spam. Craigslist PVAs al-
low abusers to post repeated, daily advertisements, mak-
ing a retailer’s product consistently appear near the top
of the search results. Abusers can use social network-
ing accounts in several ways, the most direct involving
the creation of social links (fan, friend, follower, etc.) for
marketing purposes.

The relationship between this ecosystem and SEO is
subtle: the accounts on social networking sites can also
be used for SEO purposes. For example, abusers may
spam blogs with comments that link to a Web page to ob-
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Figure 14: How the various elements of the market fit together

tain more backlinks for the site. Abusers may also sub-
mit links to social bookmarking sites, or utilize forum
accounts to create posts containing links (most often in
the signature field). Many of these SEO jobs require con-
tent, either in the form of articles, or actual content to in-
clude in blog comments or forum posts. Lastly, abusers
can also directly purchase backlinks on sites.

7 Conclusion
This paper demonstrates how web service abuse can be
augmented by the use of low-cost freelance labor. Seven
years of historical data have allowed us to collect infor-
mation on abuse-related work on freelancer.com, one of
the largest online websites offering piecework labor out-
sourcing. Potential employers offered jobs such as link
building on social network sites, mass email account cre-
ation, and tasks related to search engine optimization. In
addition, we found that the demand for freelancers to fill
these jobs is being matched by an increase in the number
of freelancers around the world who will compete for the
work.

Freelancer.com, and other sites that offer freelance
jobs and employment are prime sources of new types
of service abuse. The willingness of many freelancers to
take part in these schemes allow those who offer the jobs
to quickly ascertain new schemes and their success rate;
if they are judged to be profitable, the jobs quickly be-
come a staple income for the willing freelancer and thus,
the employer. Services developed by experts to ensure
the security of websites, such as CAPTCHA technology,
are now targeted by employers who hire freelancers to
break encoding and circumvent the site’s security mea-
sures. These trends point to the need for anti-abuse for-
tifications that will defend against attackers who have a
workforce of virtually unlimited knowledge at an inex-
pensive price. 10

10The conclusion of this paper is an example of article rewriting:
modifying text to pass plagiarism detection systems like CopyScape,
commonly as a means of producing high-quality SEO content. The
original text, given to the freelancer, is given below:
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Abstract. We introduce captcha, an automated test that humans can
pass, but current computer programs can’t pass: any program that has
high success over a captcha can be used to solve an unsolved Artifi-
cial Intelligence (AI) problem. We provide several novel constructions of
captchas. Since captchas have many applications in practical secu-
rity, our approach introduces a new class of hard problems that can be
exploited for security purposes. Much like research in cryptography has
had a positive impact on algorithms for factoring and discrete log, we
hope that the use of hard AI problems for security purposes allows us
to advance the field of Artificial Intelligence. We introduce two families
of AI problems that can be used to construct captchas and we show
that solutions to such problems can be used for steganographic commu-
nication. captchas based on these AI problem families, then, imply a
win-win situation: either the problems remain unsolved and there is a
way to differentiate humans from computers, or the problems are solved
and there is a way to communicate covertly on some channels.

1 Introduction

A captcha is a program that can generate and grade tests that: (A) most
humans can pass, but (B) current computer programs can’t pass. Such a program
can be used to differentiate humans from computers and has many applications
for practical security, including (but not limited to):

– Online Polls. In November 1999, slashdot.com released an online poll ask-
ing which was the best graduate school in computer science (a dangerous
question to ask over the web!). As is the case with most online polls, IP
addresses of voters were recorded in order to prevent single users from vot-
ing more than once. However, students at Carnegie Mellon found a way to
stuff the ballots by using programs that voted for CMU thousands of times.
CMU’s score started growing rapidly. The next day, students at MIT wrote
their own voting program and the poll became a contest between voting
“bots”. MIT finished with 21,156 votes, Carnegie Mellon with 21,032 and
every other school with less than 1,000. Can the result of any online poll be
trusted? Not unless the poll requires that only humans can vote.

E. Biham (Ed.): EUROCRYPT 2003, LNCS 2656, pp. 294–311, 2003.
c⃝ International Association for Cryptologic Research 2003
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❖ Engaged with 8 major CAPTCHA-solving services


❖ Submitted 7,500 instances of 25 different CAPTCHAs

• Microsoft, Google, Yahoo, PayPal, eBay, QQ, Baudu, Yandex, etc.


❖ Measured accuracy, response time, throughput, adaptabilityBypassCaptcha
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Re: CAPTCHAs

Motoyama et al. “Re:CAPTCHAs—Understanding CAPTCHA-Solving Services in an Economic Context”, USENIX Security 2010.



Automated CAPTCHA Solving

❖ Can CAPTCHAs be solved automatically?


❖ Hard to automatically solve all possible CAPTCHAs


❖ May be possible to build solver for specific family



Automated CAPTCHA Solving

❖ Xrumer 5.0.0 released 
in Oct 2008 with 
solvers for broad range 
of CAPTCHAs used in 
forums/blogs



Automated CAPTCHA Solving

❖ Reported to the public on Dec 15, 2009

• Approx. 30% accuracy against old reCaptcha and 18% 

against current (at the time) reCaptcha


❖ Dec 16, 2009 automated solving rolled into popular 
Decaptcher.com service (at 25% normal price)


❖ Dec 24, 2009 reCaptcha changed to modern version 
(blobs): Solver no longer effective.

Early 2008 Dec 16, 2009 Dec 24, 2009



Automated CAPTCHA Solving

❖ Solvers are fragile: 
Easy to change CAPTCHA to break current generation 
of solvers that are tuned for specific family


❖ Cost of developing automated solver is high

• Requires highly skilled labor and time


❖ How many does an automated solver have to solve to 
break even?

















CAPTCHA Study
• Sign up as service customers (8 services) 

◆ Pay for CAPTCHAs to be solved (26 distinct commercial CAPTCHAs, plus 
custom-designed challenges) 

» Every 5 minutes for every service.. 
◆ Use to probe behavior of service under different conditions 
!

• Sign up as laborers (2 “job sites” matched with service) 
◆ Kolotibablo ! Antigate 
◆ Pixprofit ! Decaptcher 
◆ Monitor which CAPTCHAs asked to solve  

(our own CAPTCHAs “tagged” to allow easy identification) 
!

• Let run for months…



Accuracy and Latency

BypassCaptcha
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Capacity
• Incrementally increased load (32-1536 threads) 

◆ Each thread submitted new CAPTCHA after old one solved 
• Unable to max Antigate out (41 CAPTCHAs/sec) 
• Other services  

◆ Decaptcher, Captchabot: max at 14-15/sec 
◆ BeatCatpchas: max at 8/sec  
◆ BypassCaptchas: max at 4/sec 

• If we assume 10-13sec/CAPTCHA (and no other users) 
◆ Antigate has at least 400-500 workers 
◆ Decaptcher/Captchabot: 140-200 workers 
◆ BeatCaptchas: 80-100 workers 
◆ BypassCaptchas: 40-50 workers



Demographics
• Which labor markets are driving CAPTCHA-solving? 
• Idea: get CAPTCHA solvers to reveal information about their 

country or location 
• Two approaches 

◆ Language CAPTCHA: asks for word to digit translation in 20+ languages 
◆ Local time CAPTCHA: asks for current time in 14 languages





Time Zone

China



Adaptability
• How quickly can workers adapt to new CAPTCHAs? 
• Methodology:  

◆ Expose workers to new CAPTCHA type 
» Asirra: New proposal for CAPTCHA based on identifying cats 

and dogs (Elson et al, CCS 07) 
!

• ImageToText: 39% correct 
• BeatCaptchas: 20% correct



CAPTCHA Reality

❖ Wanted: Prevent automated access to services


❖ Assumption: Making users solve CAPTCHAS 
prevents automated abuse


❖ Found: Attackers uses humans to solve CAPTCHAs

• Rest of abuse workflow remains automated



CAPTCHA Insight

❖ Are CAPTCHAs broken? 

❖ No? CAPTCHAs hard to solve in the fully general case

• But a concrete family can be solved automatically

• Easy for CAPTCHA producer to modify family and break solver

• Automated solvers “waste of time” (according to one service operator)


❖ Yes? Do not prevent automated abuse!

• CAPTCHAs solved by human labor for automated tools



CAPTCHA Insight

❖ Insight: CAPTCHAs introduce additional cost to attacker

• ¹ ⁄₁₀ cent to bypass a CAPTCHA


❖ Insight: Deters rational profit-motivated attacker when 
(cost of solving captcha) > (expected revenue) 

❖ Eliminates nuisance attacks

• Attacker business model must support added cost

Motoyama et al. “Re:CAPTCHAs—Understanding CAPTCHA-Solving Services in an Economic Context”, USENIX Security 2010.


