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ABSTRACT

Today's data networks are surprisingly fragile and diffi¢alman-
age. We argue that the root of these problems lies in the @xitypl
of the control and management planes—the software andqaisto
coordinating network elements—and particularly the way die-
cision logic and the distributed-systems issues are iradotprin-
tertwined. We advocate a complete refactoring of the fometi
ality and propose three key principles—network-level objes,
network-wide views, and direct control—that we believe ldto
underlie a new architecture. Following these principlesjdentify
an extreme design point that we call “4D,” after the architeg’s
four planes: decision, dissemination, discovery, and.d&ke 4D
architecture completely separates an AS’s decision logit foro-
tocols that govern the interaction among network elemeifitse
AS-level objectives are specified in the decision plane, amd
forced through direct configuration of the state that drivew the
data plane forwards packets. In the 4D architecture, thiersand
switches simply forward packets at the behest of the detjine,
and collect measurement data to aid the decision plane inaton
ling the network. Although 4D would involve substantial ogas
to today’s control and management planes, the format offrtatk-
ets does not need to change; this eases the deployment pétle fo
4D architecture, while still enabling substantial inndeatin net-
work control and management. We hope that exploring anmere
design point will help focus the attention of the researct em
dustrial communities on this crucially important and ifgetually
challenging area.

Categories and Subject Descriptors

C.2.1 Network Architecture and Design|: Packet Switching Net-
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1. INTRODUCTION

Although IP networking has been wildly successful, thee ar
serious problems lurking “under the hood.” IP networks bira
defining characteristic of unstable complex systems—aldozall
event (e.g., misconfiguration of a routing protocol on a lging-
terface) can have severe, global impact in the form of a clisga
meltdown. In addition, individual Autonomous Systems (A5e
must devote significant resources to “working around” thae-co
straints imposed by today’s protocols and mechanisms tieaeh
their goals for traffic engineering, survivability, sedyriand pol-
icy enforcement. We believe the root cause of these probless
in the control plane running on the network elements and the-m
agement plane that monitors and configures them. In thispape
argue for revisiting the division of functionality and adate an ex-
treme design point that completely separateg@vork’s decision
logic from thethe protocols that govern interaction of network el-
ement3/Ne initially focus our attention on the operation of a single
Autonomous System (AS), though we also discuss how multiple
ASes can coordinate their actions.

The Internet architecture bundles control logic and pablest
dling into the individual routers and switches distributacbugh-
out an AS. As a result, each router/switgtarticipates in distributed
protocols that implicityembedhe decision logic. For example, in
IP networks, the path-computation logic is governed byrithisted
protocols such as OSPF, IS-1S, and EIGRP. The routing potstoc
dictate not only how the routers learn about the topology,atso
how they select paths. Similarly, in Ethernet networks, ghth-
computation logic is embedded in the Spanning Tree protddol
However, today’s data networks, operated by numerougutistis
and deployed in diverse environments, must support netiew
objectives and capabilities far more sophisticated thast-bffort
packet delivery. These ever-evolving requirements hasréden-
cremental changes in the control-plane protocols, as wetban-
plex management-plane software that tries to “coax” thetrobn
plane into satisfying the network objectives. The resgltiom-
plexity is responsible for the increasing fragility of IPtwerks and
the tremendous difficulties facing people trying to underdtand
manage their networks.

We use the terms “network element” and “router/switch” inte
changeably throughout the paper.



Continuing on the path of incremental evolution would lead t
additional point solutions that exacerbate the underlyirmplem
of an overly-complex control plane. Instead, we advocalesign-
ing the control and management functions from the ground up.
We believe that a clean-slate approach based on soundpesici
will, at the minimum, provide an alternative perspectivel shed
light on fundamental trade-offs in the design of networktoaln
and management functions. More strongly, we believe thedt an
approach imecessaryto avoid perpetuating the substantial com-
plexity of today’s control plane. Fortunately, we can maigni-
icant, fundamental changes in the control and managemelft of
networkswithout changing the format of the data packefBhis
enables network evolution and provides a key lever for surist
innovation in the Internet architecture. A good exampléef prin-
ciple is the Ethernet technology, which has successfulbived
from a shared-medium network to a switched network with new
control-plane protocols based on learning and spannires tral
while leaving the packet format unchanged.

This paper presents an initial effort for a clean slate desig
proach to data-network control and management. To guiddeur
sign, we start from a small set of principlesetwork-level objec-
tives network-wide viewsanddirect control These principles lead
us to the 4D architecture that refactors functionality ifotor com-
ponents: thelata, discovery, dissemination, and decision planes
The decision plane for an AS creates a network configuratiah t
satisfies AS-level objectives. The decision plane has aarktw
wide view of the topology and traffic, and exerts direct cohtr
over the operation of the data plane. No decision logic isl-har
wired in protocols distributed among the network elemeritke
output of the decision logic is communicated to routersitshas
by the dissemination plane. Our study investigatesxreme de-
sign pointwhere the decision logic is completely separated from
distributed protocols. By pulling all of the decision logiat of the
network elements, we enable both simpler protocols and smre
phisticated algorithms for driving the operation of theadptane.

In addition, we believe that the technology trends towaet-eaore
powerful, reliable, and inexpensive computing platformekenour
design point attractive in practice.

Our goal for this paper is not to prove that 4D is thestap-
proach. In fact, our research is still at an early stage amceth
are many unanswered questions about the architectureeiRash
presenting a specific design alternative that is radicafferént
from today’s approach, and more reminiscent of early adtiras
to IP such as SNA, we want to highlight the issues that nee@to b
considered in a clean slate design of network control ancagen
ment. We hope this work will help focus the attention of the In
ternet research community and industry on this cruciallyanant
and intellectually challenging area. In the next sectioa,present
examples of the problems that face network designers taday,
explain why conventional techniques are inadequate. Wegtep
back and identify three principles that we argue should diede
the architecture for controlling and managing data netaoNext,
we outline our results from a clean-slate redesign of therobn
and management architecture based on these principleset\wats
the potential benefits and drawbacks of the architecture,vea
articulate a research agenda with the challenges that reusiet
to realize the architecture. Finally, we explain how thehaec-
ture differs from previous approaches and present exarnplesy
such research might be conducted.

2. CONTROL & MANAGEMENT TODAY

In today’s data networks, the functionality that contrdie net-
work is split into three main planes: (i) thiata planethat handles

the individual data packets; (ii) thentrol planethat implements
the distributed routing algorithms across the network elets; and
(iif) the management planthat monitors the network and config-
ures the data-plane mechanisms and control-plane prestocol

While the original IP control plane was designed to hawna
gle distributed algorithm to maintain th®rwarding table in the
data plane, today’s IP data, control and management plaadara
more complex. The data plane needs to implement, in addition
next-hop forwarding, functions such as tunneling, accessdral,
address translation, and queuing. The states used to iraptem
these functions are governed by multiple entities and haveet
configured through a rich set of individual, interacting coamds.
Even for the forwarding state, there are usually multipletireg
processes running on the same router/switch.

While there are many dependencies among the states and the
logic updating the states, most of the dependenciesnatrmain-
tained automatically. For example, controlling routinglaeach-
ability today requires complex arrangements of commandago
routes, filter routes, and configure multiple interactingtirog pro-
cesses, all the while ensuring that no router is asked tdéamore
routes and packet filters than it has resources to cope with. A
change to any one part of the configuration can easily brdad ot
parts.

The problem is exacerbated as packet delivery cannot cogenen
until the routing protocols create the necessary forwarditbles,
and the management plane cannot reach the control plar¢hanti
routing protocols are configured. Resolving this catch&flires
installing a significant amount of configuration information IP
routers before deploymehtStudies of production networks show
them requiring hundreds of thousands of lines of low-lewai-c
figuration commands distributed across all the routers énrtéi-
work [2]. These configurations and the dynamic forwardiragest
they generate require a myriad of ad hoc scripts and systethg i
management plane to validate, monitor, and update. Thé iesu
complex and failure-prone network.

We present two examples that illustrate the network fragili
caused by today’s complex and unwieldy control and manageme
infrastructure. The examples illustrate how the lack ofrdomtion
between routing and security mechanisms can result in ddrag
network, and how today’s control and management infragirac
makes it difficult to properly coordinate the mechanisms.

2.1 Reachability Control in Enterprises

Today, many enterprise networks attempt to control whicst$o
and services on their network can communicate (i.e., reach e
other) as part of their security strategy [2]. They impletrieir
strategies using a combination of routing policy and pafikets,
but this approach is fraught with peril even in simple nekgor

Consider the example enterprise network in Figure 1. The-.com
pany has two locations, A and B. Each location has a number of
“front office” computers used by the sales agents (AF1-2 artt-B
2). Each location also has a data center where servers are kep
(AD1-2 and BD1-2). Initially, the two locations are connettty a
link between the front office routers, R2 and R4, over whidbkrin
office communications flow. The Interior Gateway Protoc@)

2This problem is so profound that, whenever possible, remote
routers/switches are plugged into telephone modems satibat
Public Switched Telephone Network provides a management co
munication path of last resort. Before making configuration
changes to the router over the Internet via Telnet or sshratgs
often double check that the modem connection is still fuumitig,

lest an unfortunate configuration mistake leave them witbther
way to contact the router, short of physical access to theaten
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Figure 1: Enterprise network with two locations, each locaton
with a front office and a data-center.

metric for each link is shown in italics. The company’s ségur
policy is for front-office computers to be able to communrécaith
other locations’ front office computers and the local datatees
servers, but not the data center of the other location. Salitigs
are common in industries like insurance, where the salestage
of each location are effectively competing against eacbkrathien
though they work for the same company. The security polignis
plemented using packet filters on the routers controllingagice
to the data centers to drop packets that violate the politgriace
i1.1 is configured with a packet filter that drops all packedsfthe
BF subnet, and interface i3.1 drops all packets from the AfRst
The network functions as desired, until the day when the-data

center staff decides to add a new, high-capacity dedicatkde-

br.nyc.as2

br.nyc.as3

AS3

br.atl.as1

br.atl.as3

Figure 2: Autonomous Systems (ASes) peering with each other
via external BGP (eBGP) sessions. AS1 must place packet fil-
ters on its ingress links to prevent AS3 from sending packet®
destinations for which AS1 has not agreed to provide transit

this entire class of problems. The 4D architecture allovesdinect
specification of a “reachability matrix” and automated nagbhms
for simultaneously setting the forwarding-table entriad aacket
filters on the routers based on the current network state.

2.2 Peering Policies in Transit Networks

Routing policy is based on the premise that a router that does
announce a route to a destination to a peer will not be serk pac
ets for that destination by that peer. However, the routiysiesn
does nothing to prevent an unscrupulous peer from sendickt pa
ets to that destination anyway. Enforcing routing policyésarly
impossible with today’s control and management planes.

Figure 2 shows an example of three Autonomous Systems (ASes)
peering with each other via three external BGP sessionsgB&d>

tween the data centers (shown as a dashed line between R1 andession along each of the links shown in the figure). Assumte th
R3—perhaps they have decided to use each other as remotgback AS1 is a major transit network, and it announces a route tt-des

locations). It seems reasonable that with packet filtergeptimg
the entrances to the data centers, the new link between data c
ters should not compromise the security policy. However,ritéw
link changes the routing such that packets sent from AF to BD w
travel from R2 to R1 to R3 to BD—completely avoiding the packe
filter installed on interface i3.1 and violating the sequgblicy.
When the designers eventually discover the security hotdgbly
due to an attack exploiting the hole, they would typicallgpend
by copying the packet filter from i3.1 to i3.2, so it now alsops
packets from AF. This filter design does plug the securitghbut

it means that if the front office link from R2 to R4 fails, AF Wile
unable to reach BF. Even though the links from R2 to R1 to R3 to
R4 are all working, the packet filter on interface i3.2 wilbgrthe
packets from subnet AF.

In this example, the problems arise because the ability @ta n
work to carry packets depends on the routing protocols aed th
packet filters working in concert. While routing automaliicadapts
to topology changes, there is no corresponding way to automa
cally adapt packet filters or other state. It could be argied &
more “optimal” placement of packet filters, or the use of fault
dimensional packet filters (i.e., filters that test both sewand des-
tination address of a packet) would fix the problems showmis t
example. However, as networks grow in size and complexdsnfr
the trivial example used here for illustrative purposedlifig these
optimal placements and maintaining the many multi-dimamesii
packet filters they generate requires developing and iatiegren-
tirely new sets of tools into the network’s management sgyste
Since these tools will be separate from the protocols thatrob
routing in real time, they will perpetually be attemptingreanain
synchronized with routing protocols by trying to model anegs
the protocols’ behavior.

In contrast, the 4D architecture simply and directly eliatés

nationd in its eBGP session with AS2. If AS1’s policy is to not
provide AS3 with transit service faf, it does not announceé in

its eBGP sessions with AS3. However, if AS3 wishes to be un-
scrupulous (e.g., use AS1 for transit service without pglyiit can
assume AS1 does know a waydde.g., so AS1’'s own customers
can reachd). If AS3 sends packets faf to br.nyc.asl, they will
definitely be delivered, as br.nyc.as1 must have a rouféri@rder

to handle legitimate traffic from AS2.

Enforcing routing policy requires installing packet fikgo drop
packets to destinations which have not been announced &g rea
able. As the announcements received by an AS, and the AS’s own
topology, change over time, the announcements sent by thelAS
change and the packet filters must be moved correspondiimgly.
plementing such functionality by adding another ad hocpsc¢ad
the management plane is essentially impossible today. Even
were possible to write a script that snoops on the eBGP ammesun
ments sent to each neighboring border router and instatikepa
filters on the ingress interface as appropriate, the scriptidvbe
extremely dangerous as it would not properly order the pedter
installation/removal with the BGP announcements. For gtanit
would be bad to announce to a neighbor border router a rowte to
destination before removing the packet filters that dropptekets
sent to the destination.

Beyond ordering issues, transit networks handle a large- num
ber of destinations, and each packet filter applied to anfate
consumes forwarding resources and reduces the effectpacita
of the interface. It might be desirable to move packet filiate
the network whenever possible, away from the ingress ites,
so that one packet filter can enforce the BGP policy for midtip
ingress interfaces.

Enforcing routing policy requires dynamically placing gatfil-
ters to respond to the continually changing routes seldnyatiat



policy. Correctly and optimally placing the filters requirihat the
placement be synchronized with the announcement of rodgog
sions and that the placement algorithms have access toni@ete
routing topology of the network. The 4D architecture preddhe
primitives and abstractions needed to implement correctgphent
strategies and support placement optimization algorithms

2.3 Same Problems, Many Guises

The rich literature on the complexity of today’s control andn-
agement planes has led us to the following three principlaswe
believe are essential to dividing the responsibility fontrolling
and managing a data network:

Network-level objectives: Each network should be configured
via specification of the requirements and goals for its perémce.
Running a robust data network depends on satisfying ofgxcti
for performance, reliability, and policy that can (and ddpbe

There are many data networks, designed and managed by differ €xpressed separately from the network elements. For exarapl

ent organizations with different goals. Individual netk®iserve
radically different purposes; in addition to the familisadbone
networks, there are access, metro, enterprise and datercet-
works. In each of these settings, the network administsatiug-
gle to “program” their networks, integrating a diverse sketech-
nologies and protocols, and artfully setting the configleg@aram-
eters that determine the network’s functionality and dyicam

traffic-engineering objective could be stated as “keepiraltsl be-
low 70% utilization, even under single-link failures.” Aacehability
policy objective could be stated as “do not allow hosts imsiiB
to access the accounting servers in subnet A.” Today's m&svo
require these goals to be expressed in low-level configurathm-
mands on the individual routers, increasing the likelihtizat the
objectives are violated due to semantic mistakes in tréinglthe

While the specific context, technology, and mechanisms may network-level objectives into specific protocols and maei$ras.

change from network to network, there is commonality amdreg t
problems. For example, while Ethernet was initially desijio

Network-wide views: Our notion of a network-wide view is
borrowed from the database community and means having assem

run on a shared medium, it has since evolved into a networking bled a coherent snapshot of the state of each network compone

technology with a full package of data plane, control plaaed
management plane to rival IP. Just as IP has many routingprot
cols to compute the forwarding table, Ethernet has manytiaris

of the spanning tree protocol [3]. Just as IP networks havehae
nisms like MPLS to control the paths that packets take, Bttdras
virtual LANs (and VLANs-in-VLANSs). Just as IP networks have
needed to implement sophisticated functionality likeficaéngi-
neering, security policies and fast restoration, theseesaeds are
being required of Ethernet in many contexts, such as elgegr
data centers [4], and metro/access networks [5]. Just ascatién-
agement capabilities need to be overlaid on top of the IPrabnt
plane, achieving advanced functionality in Ethernet nektewdnas
led to increasingly ad hoc and complex management systehes. T
current architecture forces these systems to operatedeutsher-
net’s control plane, where they often come into conflict vitith

2.4 Moving Forward

We argue the key to solving the problems illustrated in teis s
tion is creating a way for the architectural intent and openal
constraints governing the network to be expressed direnttythen
automatically enforced by setting data-plane states omtheid-
ual routers/switches. Until this occurs, we expect thegtesind
operation of robust networks to remain a difficult challenged
the state of the art to remain a losing battle against a tremetev
ever richer and more complex state and logic are embedded-in d
tributed protocols or exposed through box-level interface

3. THE 4D ARCHITECTURE

Rather than exploring incremental extensions to today'grob
and management planes, we proposelean-slaterepartitioning
of functionality. We believe that a green-field approacheldasn
sound principles is necessary to avoid perpetuating thstaotial
complexity in today’s design. We have developed the 4D techi
ture as arextreme design poirthat completely separates the de-
cision logic from the underlying protocols. We delibergtehose
an extreme design as we believe that it crystallizes theegsssp
that exploring the strengths and weaknesses of this actinite
will lead to important network-level abstractions and apeun-
derstanding of the essential functionality needed in thdetging
routers and switches.

3.1 Design Principles

Timely, accurate, network-wide views of topology, trafiad events
are crucial for running a robust network. The network-widmw
must accurately reflect the current state of the data plankiding
information about each device, including its name, resalingita-
tions, and physical attributes. However, today’s conttahp was
not designed to provide these network-wide views, forcing sub-
stantial retro-fitting to obtain them. Instead of adding surament
support to the system as an afterthought, we believe thatdsro
ing the information necessary to construct a complete, isteng,
network-wide view should be one of the primary functionstaf t
routers and switches.

Direct control: Direct control means that the control and man-
agement system should have both the ability and the solemesp
bility for setting all the state in the data plane that disquacket for-
warding. The decision logic should not be hardwired in prote
distributed among routers/switches. Rather, only thedutpthe
decision logic should be communicated to the network elésnen
Satisfying network-level objectives is much easier wittedt con-
trol over the configuration of the data plane. IP and Etheorigt
inally embedded the path-computation logic in simple dsted
protocols that incrementally grew more complicated, asudised
earlier in Section 1. Because of the difficulty of extendihg tlis-
tributed control protocols to support sophisticated nekaevel
objectives such as traffic engineering or reachability mnthe
management plane is typically used to implement theseiaddlt
capabilities. With only indirect influence over the netwadday’s
management plane must replicate the state and logic of titeoto
plane and perform a complex “inversion” of the functionalifThe
problem would be much easier to solve if the management plane
could compute the forwarding tables and install them in theers.
For direct control to be meaningful, it must be complete.olfifog-
uration commands or multiple entities can affect the statthe
network elements, then yet more entities are required fditiag
(and correcting) the settings [6, 7, 8] to ensure the netier&l
objectives are met.

In addition to these three principles, any design must atsb c
sider traditional systems requirements, such as scajabéiiabil-
ity, and consistency. Our three principles attempt to a&ptbhe
issues specific to the control and management of networks. By
separating the network-specific issues from the traditispstems
requirements, we can apply existing techniques from ottesrseof
distributed computing research to the traditional systproblems
while exposing for closer scrutiny the network-specificone
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Figure 3: New 4D architecture with network-level objectives,
network-wide views, and direct control

3.2 New 4D Network Architecture

Although the three principles could be satisfied in many ways
we have deliberately made the 4D architecture an extrenigrdes
point where all control and management decisions are made in
logically centralized fashion by servers that have conepbeintrol
over the network elements. The routers and switches onlg hav
the ability to run network discovery protocols and accefpiliek
instructions that control the behavior of the data plansyltang in
network devices that are auto-configurable. Our architedbas
the following four components, as illustrated in Figure 3:

Decision plane The decision plane makesl decisions driv-
ing network control, including reachability, load balamgj access
control, security, and interface configuration. Repladioday’s
management plane, the decision plane operatesahntimeon a
network-wide view of the topology, the traffic, and the capab
ties and resource limitations of the routers/switches. déwsion
plane uses algorithms to turn network-level objectives.(eeacha-
bility matrix, load-balancing goals, and survivabilityogrgrements)
directly into the packet-handling state that must be condidunto
the data plane (e.g., forwarding table entries, packetdiltpieuing
parameters). The decision plane consists of multiple secaled
decision elements that connect directly to the network.

Dissemination plane: The dissemination plane provides a ro-

databases.

Data plane: The data plane handles individual packets based on
the state that iutput by the decision plane. This state includes
the forwarding table, packet filters, link-scheduling wegy and
gueue-management parameters, as well as tunnels and keigvor
dress translation mappings. The data plane may also have fine
grain support for collecting measurements [9] on behalhefdis-
covery plane.

The 4D architecture embodies our three principles. Thest®ti
plane logic operates on a network-wide view of the topologg a
traffic, with the help of the discovery plane in collecting tinea-
surement data, to satisfy network-level objectives. Theisiten
plane has direct control over the operation of the data plolo-
ating the need to model and invert the actions of the contewlegp
Pulling much of the control state and logic out of the routems
ables both simpler protocols, which do not have to embedseei
making logic, and more powerful decision algorithms for iexp
menting sophisticated goals.

3.3 Advantages of the 4D Architecture

Our 4D architecture offers several important advantages to¢
day’s division of functionality:

Separate networking logic from distributed systems issues
The 4D architecture does not and cannot eliminate all Histeid
protocols, as networks fundamentally involve routersisiés dis-
tributed in space. Rather, the 4D proposes separating gihettoat
controls the network, such as route computation, from tle¢opr
cols that move information around the network. This sepamat
creates an architectural force opposing the box-centriareaf
protocol design and device configuration that causes so owoh
plexity today. The 4D tries to find the interfaces and funuaidty
we need to manage complexity—those that factor out issatath
not unique to networking and enable the use of existingitisid
systems techniques and protocols to solve those problems.

Higher robustness: By simplifying the state and logic for net-
work control, and ensuring the internal consistency of ttates
our architecture greatly reduces the fragility of the netwaolhe

bust and efficient communication substrate that conneatsrg/'switchesiD architecture raises the level of abstraction for marggire

with decision elements. While control information may &ese
the same set of physical links as the data packets, the disstom
paths are maintained separately from the data paths so #mey c
be operational without requiring configuration or sucoglssétab-
lishment of paths in the data plane. In contrast, in todagte/orks,
control and management data are carried over the data patics,
need to be established by routing protocols before use. isherd-
ination plane moves management information created byehie d
sion plane to the data plane and state identified by the disgov
plane to the decision plane, but does not create state itself
Discovery plane: The discovery plane is responsible for discov-
ering the physical components in the network and creatigg lo
cal identifiers to represent them. The discovery plane define
scope and persistence of the identifiers, and carries ouauhe
tomatic discovery and management of the relationships dmtw
them. This includes box-level discovery (e.g., what iriteels are
on this router? How many FIB entries can it hold?), neighbisr d
covery (e.g., what other routers does this interface cdnu),
and discovery of lower-layer link characteristics (e.ghatvis the
capacity of the interface?). The decision plane uses tloerrdtion
learned from the discovery plane to construct network-wides.
In contrast, in today's IP networks, the only automatic naedsm
is neighbor discovery between two preconfigured and adideen
interfaces; physical device discovery and associatiohsdsn en-
tities are driven by configuration commands and externaritary

network, allowing network administrators to focus on sfyéeg
network-level objectives rather than configuring specifiat@cols
and mechanisms on individual routers and switches. Netwddie
views provide a conceptually-appealing way for people aysd s
tems to reason about the network without regard for comptex p
tocol interactions among a group of routers/switches. kgthe
state and logic out of the network elements also facilitdtescre-
ation of new, more sophisticated algorithms for computirgdata-
plane state that are easier to maintain and extend.

Better security: Security objectives are inherently network-level
goals. For example, the decision plane can secure the retwor
perimeter by installing packet filters on all border routekdan-
aging network-level objectives, rather than the configaraof in-
dividual routers, reduces the likelihood of configuratiorstakes
that can compromise security.

Accommodating heterogeneity:The same 4D architecture can
be applied to different networking environments but witktounized
solutions. For example, in an ISP backbone with many optimiz
tion criteria and high reliability requirements, the démisplane
may consist of several high-end servers deployed in gebgrap
cally distributed locations. A data-center environmenthvith-
ernet switches may require only a few inexpensive PCs, dltd st
achieve far more sophisticated capabilities (e.g., treffigineering
with resilience) than what spanning tree or static VLAN cgufa-
tion can provide today.



Enabling of innovation and network evolution: Separating the
network control from the routers/switches and protocossgnif-
icant enabler for innovation and network evolution. Theisiea
plane can incorporate new algorithms and abstractionsofopait-
ing the data-plane state to satisfy a variety of networlell@bjec-
tives, withoutrequiring the change of eitheatapacket formats or
control protocols(dissemination and discovery plane protocols in
the case of 4D). In addition, moving the control functiotediut of
the router/switch software enables new players (e.g.,dbearch
community and third-party software developers) to contebto
the creation of these algorithms.

3.4 Challenges for the 4D Architecture

While the 4D holds the promise of the advantages above, &nd in
tial implementation efforts show these benefits can be aeHifLO,
11, 12], there are clear risks its design must avoid:

Complexity apocalypse: A major drawback of today’s archi-
tecture is that it has enormous complexity distributed zanially
across the network elements and vertically across manydayée
4D architecture must achieve the same functionality as/tedgs-
tems, while also centralizing the decision logic and intridg new
capabilities, such as a network-wide reachability poti@ead zero
pre-configuration of routers/switches. Does the refagctppro-
posed by the 4D architecture dramatically simplify the allesys-
tem, or merely exchange one kind of complexity for another?

Stability failures: Since the network is distributed in space,
there are unavoidable delays in informing the decision etdgm
of events. For the global-scale enterprise and transitoré&sathat
companies want to create, is it possible to create a netwat&-
view stable and accurate enough for controlling such nétsr

Scalability problems: The largest networks today have thou-
sands of routers/switches and tens of thousands of devicetha
default-free zone of today’s Internet handles routes heatlrof
thousands of destination prefixes. Is it possible for cotiwaal
servers to manage so many devices and respond to eventsdaghe
to meet the network’s goals? Will the amount of management in
formation being moved by the dissemination plane overwtékn
network’s ability to carry data?

Response timeWith the unavoidable speed-of-light delays and
the large quantity of control/management information tocpss,
is it possible to respond to network failures and restora datv
within an acceptable period of time?

Security vulnerabilities: An attacker who compromises a deci-
sion element in a 4D network could control the entire netwsitk-
ilar to the power afforded an adversary that breaks intoddey's
management plane or the routers themselves. The secuat}Df
system depends primarily on securing the disseminatiameptiaat
forms the communication channels between the routersisest
and the decision plane, and securing the decision plarié ilse
4D network more or less vulnerable to attack than routersingn
distributed routing protocols?

3.5 Routing Control Platform

There has been substantial work on problems of controllinty a
managing networks, and many different paradigms have been e
plored as outlined in Section 6 on related work. The Routing-C
trol Platform (RCP) [11, 12] is especially consistent witlr @hi-
losophy and objectives, and serves to show how substahtalge
in the management of IP networks is possible. RCP is a baclsvar
compatible system designed to give the operators of tramesit
works more control over how BGP routing decisions are made in
their Autonomous System (AS). We see RCP as an implementatio
of a specific point that lies inside the design space of ther¢bi-a

tecture, where RCP makes its design decisions to emphasilee s
bility and deployability with conventional routers. Fos idecision
elements, RCP uses Routing Control Servers, which do not aee
coordination protocol because of the properties of the riyidg
discovery plane. For a dissemination plane, RCP uses iB&P se
sions to tell the routers which BGP routes to use. For a d&gov
plane, RCP snoops on the flooding of OSPF link-state adeertis
ments, and learns external BGP routes via the iBGP sessiibims w
the operational routers.

This paper and the 4D architecture focus on questions unad-
dressed by the work on the RCP. Rather than focusing on BGP
decision logic, we consider how a wide variety of networkezbj
tives could be expressed to the control/management systed,
what new coordination protocols are required to achievedtuab-
jectives. RCP only considers BGP routes—a single part ofdghe
tal state used by the data-plane to direct packets throughet
work. This paper asks how to contrall the data-plane forward-
ing mechanisms (e.g., FIB entries, packet filters, NATsnéls,
packet scheduling, and buffer management) in a coordirfastd
ion to achieve the network’s objectives, and what protoeoks
needed to achieve this coordination. RCP assumes routei-ar
ready correctly configured with significant amounts of statech
as IP addresses and an Interior Gateway Protocol (IGP).pEhis
per examines howeropre-configuration of routers/switches can be
achieved and how a clean slate design of device identifietshan
relationships among them can significantly simplify netwoon-
trol/management. Beyond considering only IP networks, plaiper
also examines how a single management architecture could co
trol different types of networks such as Ethernet (with othaut
VLAN) IPv4, and IPv6 (with or without MPLS).

4. RESEARCH AGENDA

At this stage of our research, we do not yet know whether the
advantages of the 4D architecture will outweigh the chaien In
the following sections, we will decompose these high-leysts-
tions into individual topics that constitute the researgbrala that
we are pursuing.

We recognize our vision for the 4D architecture is broadanth
what can be accomplished by us alone. By outlining the rekear
agenda for the 4D architecture, we hope to start a discussale
the larger research community on the clean slate designwbrle
control and management.

4.1 Decision Plane

In the 4D architecture, the decision plane is responsilvldifect
control over the data plane based on a network-wide viewestib
to network-level objectives. Designing the algorithms thoe de-
cision plane, and demonstrating their superiority oveayicon-
trol plane, is an essential part of the 4D research agend#indin
effective ways to exploit the network structure and reacteal
time to network events is especially challenging and ingtrtTo
avoid having a single point of failure, the decision-plalgpeathms
should run on multiple servers spread throughout the nétvead-
ing to questions about whether, and how, to coordinate ttieresc
of the replicated decision elements (DEs). Ultimately, audsira-
tive boundaries and scalability concerns lead to an arctiite with
separate decision planes for different ASes or institatidnis im-
portant to design protocols for DEs in one network to exclang
information with DEs in other networks.

4.1.1 Algorithms Satisfying Network-Level Objectives

The decision plane implements logic that converts netwade
views and network-level objectives into directives for da¢a plane.



For example, the decision plane should, given a networkltopo
ogy and traffic matrix, generate packet filters and forwaydable
entries that satisfy traffic-engineering goals and reaitihabon-
straints. Ultimately, an ambitious goal is to create a lagguor
notation for expressing these network-level objectiveslo® are
examples of the research areas for decision-plane algwithat
could lead to that goal.

Traffic engineering: Given a network topology and traffic ma-
trix, compute a forwarding graph—a forwarding-table enfioy
each destination prefix at each router—that minimizes agobibp
function, such as the maximum link utilization. This optaaiion
problem has been widely studied in the context of existingplR-

Finding the right separation of timescales:The decision plane
must react in real time to network events, such as equipnadnt f
ures and routing-protocol messages from neighboring dwsnwiith-
out invoking a complex optimization algorithm. Identifgrthe
right abstractions to support rapid reactions to unplarseshts,
while still supporting optimization based on network-wiclgjec-
tives, is an important and challenging research problemden
signing the decision plane, there is the opportunity totereaw
algorithms that compute quick answers for the data plandewft
fering tunable parameters that can be optimized to satetfyark-
level goals. In contrast, today’s routing protocols (e@SPF and
BGP) were not designed with optimization in mind, which leéal

ing protocols, such as OSPF and BGP, where the output is a setcomputationally intractable optimization problems [14].

of OSPF weights and BGP policies that indirectly determime t
forwarding-table entries [13, 14]. An interesting reséatirection
is to explore whether the flexibility that results from hayidirect
control over the forwarding tables allows us to move beydral t
computationally intractable optimization problems tregult from
today’s routing protocols [14].

Reachability policies: Given a network topology, a traffic ma-
trix, and a reachability matrix, compute a forwarding gragptd
packet filters that minimize an objective function, whil¢isiging
the reachability constraints. In the simplest case, evdgedink
could be configured with packet filters to impose the readitabi
restrictions, with the forwarding-table entries permigtiall pairs
of end-points to communicate. However, routers typicallyenre-
source limitations that restrict the number of packet filtem each
link, which substantially changes the nature of the problem

Planned maintenance:Given a network topology, a traffic ma-
trix, and a planned event to disable certain equipment, coeng
sequence of changes to the forwarding graph to avoid usiag th
routers and links undergoing maintenance. (The same siehefiu
forwarding-table changes could be applied, in reversegitatno-
duce the equipment into the network after the maintenanoe co
pletes.) Each step should avoid introducing forwardingnaales
(such as loops and blackholes) or link congestion. The gdalal-
low maintenance to proceed without disrupting applicatjsuch
as voice-over-IP (VolP) and online gaming, that are sesmsitd
transient packet losses during routing-protocol converge

In addition to these and other related algorithmic question
isolation, there are also several larger issues that arigeidesign
of the decision plane:

Leveraging network structure: For each of these algorithmic
questions, there are scenarios where the decision planexpéoit
knowledge of the network structure. For example, the aliyors
for imposing reachability constraints would become simpiean
access network with a tree-like structure. As another eiantipe
computational complexity of the algorithms could be redubg
modeling a backbone network’s topology at a coarser leveheras
each node is a Point-of-Presence (PoP) rather than a rbutach
case, the knowledge of the network structure could redieedm-
putational overhead of the algorithms and facilitate estbéutions.

Specification of network-level objectives:n addition to creat-
ing algorithms that solve specific optimization problems, need
to design a decision plane that can satisfy multiple coimgtgrand
optimize across multiple objectives simultaneously. Apamant
first step of this research is a deeper understanding of hepdo-
ify network-level objectives, including a configuratiomguage for
the decision plane. The proposed configuration languaggéhe
evaluated along two dimensions: complexity and expresss® It
should have a lower complexity than that of configuring iidial
routers today. In addition, it should be able to express &t@ork-
level objectives that arise in existing networks [2].

4.1.2 Coordination Between Decision Elements

Having a reliable decision plane is crucial to the robustratien
of the network. To avoid having a single point of failure, tple
Decision Elements (DEs) should connect to the network &ereifit
locations. Yet, the presence of multiple DEs should not aomp
mise the stable and consistent operation of the networkreTére
several approaches for coordinating the decisions of the, Bh
different underlying assumptions about the decision élgms and
consistency requirements, including:

Distributed election algorithms: In one class of solutions, the
multiple DEs run a standard distributed-election algonithvhere
only the elected leader sends instructions to the data p¥ris ap-
proach avoids scenarios where different DEs send incemsigi-
rectives and obviates the need for the routers/switchestermine
which state to use. However, the election algorithm intoeduad-
ditional complexity and overhead, as well as delay for thgvoek
to recover when the current leader fails.

Independent DEs: A second class of solutions allows the DEs
to operate independently, without any explicit coordioati Each
DE executes decision algorithms and contacts the netwerkezits
based only on information provided by the disseminatiomglaA
network element resolves commands from different DEs based
static priorities and/or a timeout mechanism. This apprdaas
faster failover time and eliminates the need for the DEs twrdie
nate, at the expense of more control traffic and the needrfmger
assumptions about the consistency of the information gea/by
the dissemination plane. Initial studies in the context GHBrout-
ing suggest that this approach is viable [12], though we rieed
investigate how well (and whether) the approach applieshero
kinds of network state.

It is also possible to have hybrid schemes where each network

element receives instructions from a small subset of the Déisg
priority and timeout mechanisms to resolve conflicts.

4.1.3 Introducing Hierarchy in the Decision Plane

In the simplest case, each DE has a complete view of the nletwor
and makes decisions on behalf of each router. It is impottant
enable hierarchical control of large networks over muttifdets
of) decision elements. Consider the following two scergario

Large network managed by a single institution: Today, the
main techniques for scaling a large network include segmgnt
the topology into multiple ASes, grouping nearby router® ia
single OSPF area, and aggregating destination prefixesabad
AS boundaries. However, existing routing protocols lacklthsic
abstractions common in hierarchical network designs, asabut-
ing complexes (or central offices), Points-of-Presenc®#p,cand
geographic regions, and largely ignore the roles the reyy
in the network (e.g., access, hub, backbone, and peerintggreT
is a great opportunity for novel research that exploresgudiese



design abstractions to support the management of hiecalahet-
works, including effective ways to divide responsibilityrass DEs
and to coordinate their actions.

Multiple networks managed by different institutions: Ulti-
mately, the decision plane for one network will need to comimu
cate with the decision planes in other institutions, suatuatomer,
peer, and provider ASes. If two neighboring ASes each hawe a d
cision plane, their DEs can communicate directly to exckang
terdomain routing information, and perhaps to coordinatether
ways (e.g., traffic engineering and network troubleshaptiil,
15]. In this setting, neighboring ASes may be business ctitope
that are reluctant to share information and are wary of cajos.

4.2 Dissemination Plane

To establish the feasibility of the 4D architecture, we nulestign
a dissemination plane that provides robust communicatathsp
between decision elements and the routers/switches ottia®rk.
Our vision for the dissemination plane is that it will exp@seinter-
face that enables independent innovation of the decisiemehts
above and independent evolution of routers/switches béldy
17]. As a first step towards a dissemination plane that care sex
a universal kernel, we are designing a single disseminatiane
that can be used in both Ethernet and IP networks.

Connecting decision elements with routers/switchedt is im-
portant to create robust and efficient dissemination patleaitry
management information between routers/switches andidac!-
ements, without necessarily requiring successful estatént or
convergence of data plane paths. We propose to achieveithis v
distinct protocols and forwarding tables for managemefurima-
tion. This approach has several advantages: (1) unlikeptes,
which must be optimized for a variety of objectives like ti@én-
gineering or security, dissemination paths can be optithsdely
for robustness of connectivity under failures; (2) managetnin-
formation can be communicated to and from routers beforeakee
channel is up or converges; (3) the dissemination pathsya@stc
to data plane technology or policies; and (4) managemeoirird-
tion can be carried across data links as well as any extraqatys
links created specifically for management robustness, faadem
lines, or the supervisory channel on SONET and optical )inks

There are at least three classes of solutions: flooding sehiem
spanning-tree protocols, and source routing. Floodintesaaell
with the number of decision elements (by robustly multicest
data from all routers/switches to all DESs), but scales poweith the
number of router/switches. Spanning-tree protocols sgalewith

both the number of decision elements and the number of rsutiéches,

but exhibit poor reconvergence properties [18]. In soumeing
schemes, beacons can assist in creating source routes ém e
router/switch to the decision elements, or the decisiomelds
can use their network-wide views to choose source routé ot
balance dissemination data across the network.

“each router independently applies an update as soon asget is
ceived,” to network-wide commit semantics that apply atieiged
updates at a particular time, to full transactional disti#ol-commit
semantics. It is also possible to introduce various opttn
techniques, such as means of grouping related state updaies
single session “transaction” and methods for allowing ipldtde-
cision elements to send updates to overlapping sets ofreoute-
other interesting idea is to exploit good time synchronirate.g.,
through NTP or a GPS receiver at each router or PoP) to inistruc
the routers/switches to change from one configuration tthenat
a specific time, resulting in infinitesimal convergence yela

4.3 Discovery Plane

Controlling and managing a network requires creating a otw
wide view of all the devices that comprise the network, arg th
physical and logical relationships between those devideslay,
information about devices, their identities, and the refeghips be-
tween them, is encoded in the static configuration files piteze
the devices themselves and/or in management databasexafor
ple, router/switch interfaces are often configured with uBrets,
and chaos ensues if cables are accidentally swapped sudfténa
faces with different subnets end up plugged together. SityijllP-
level interfaces connected by ATM or Frame Relay servicestmu
be configured with the correct circuit ID used by the loweletagr
the interfaces will be unable to exchange packets. Maiimgicon-
sistency between the inventory databases, configuraties #ind
physical reality is a major headache and creates some didheit
est problems faced in existing networks. These problem#&dcou
be eliminated by research to create a discovery plane teabtss
from the ground up: automatically discovering the ideesitdf de-
vices and components and the logical and physical reldtipas
between them. Some particularly interesting problemsugtelthe
following.

Support for decision-plane algorithms: An interesting research
direction is to design discovery services that support #msibn-
plane algorithms described in Section 4.1.1, study thefgetys-
ical and logical entities and the corresponding set of imiahips
that need to be managed, and explore how the persistencerprop
ties of the identities and relationships should be definatl an
forced. As an example of the issues to be considered, a router
interface may be associated with a hardware port, a layegi |
cal port, an index for SNMP polling, an association with aticg
circuit, and more. With today’s architecture, most statsstsuch
as utilization and interface failure rates, are retrieved @acked
using the identity of the interface card. If the old card isvetbto
another router and a new card installed in its place, theecbad-
justment (to have the traffic statistics stay with the nevd @ard the
history of interface failures move with the old card) is diffit to
realize in today’s systems. Yet, maintaining correct seioaumalur-
ing low-level network change is extremely important to maigh-

Achieving direct control: Choosing the right transport and sessionievel network functions. For example, tracking transietilufes is

layer semantics for the dissemination plane is criticabfthieving
our principle of direct control, and there is a broad desipace
to explore. Packets carrying management information tjirahe
dissemination plane may be lost, but retransmission ofgask-
ets may not be the best policy. Instead, it might be bettetHer
decision elements to calculate new state updates for thaimérg
routers/switches that can be reached without losses, vihese
new state updates cause data packets to circumvent therketivo
ements that the decision plane can no longer reach.

Most state changes ordered by decision elements will ievap¢
dating state on multiple routers/switches. There is a wideum
of session layer semantics to explore, from the weak seozaotfi

important for predicting whether an interface card needsetoe-
placed, and an accurate history of traffic load between eaictop
routers is important for traffic engineering and capacignping
(whether or not the specific cards have changed).
Bootstrapping with zero pre-configuration beyond a secure
key: In contrast to today’s networks, which require extensive-co
figuration before a router/switch can communicate, it issjige
to automatically bootstrap a 4D network assuming only tlaahe
network element has a credential installed via a flashcatdSi
key. For example, upon booting, the router/switch will fasto-
matically generate an identity for itself and discover @llghysical
components and attributes. Then, the router/switch wiltaver



its neighbors by exchanging identifiers and credentialk tiem.
The credentials help to establish the boundary of a netwiovk:
adjacent routers/switches will continue with discoveryydhthey

have compatible credentials. Once neighbor discovery teteg
the router/switch can participate in the disseminatiom@lallow-
ing it to send information about its physical components ard
tributes (including the relationships between identifi¢osthe de-
cision plane. Compared with today’s networks where idestiand
relationships are established via a manual, open-loopgmation
process, within the 4D architecture the identities andtiariahips
are either discovered based on physical relationships sigraed
based on policies.

Supporting cross-layer auto-discovery:Two switches may not
be directly connected, but instead connected by a lower lage
work, such as a SONET network. There are two alternative ar-
chitectures to achieve cross-layer auto-discovery: peeeer and
overlay. In the peer-to-peer architecture, directly catee devices
exchange discovery information, within and across netwayk
ers (e.g., routers at layer 3 and SONET ADMs at layer 1). In the
overlay architecture, discovery happens only betweercadjale-
vices at the same logical layer. A generic interface needseto
defined between the two layers to allow the automatic establi
ment of the associations between routers and switches. yipes t
of lower layer networks, Ethernet and SONET, are good catel&l
to explore these issues.

4.4 Data Plane

In the 4D architecture, the data plane handles data packdes u
the direct control of the decision plane. This is in sharptiast
to today’s architecture, where the responsibility for cgafing the
data plane is split between the control plane (which contbine
formation from different routing protocols to generate enfarding
table) and the management plane (which configures accessico
lists, link-scheduling weights, and queue-managemenicips).
Although our framework is applicable to a wide variety ofaat
plane technologies, we believe that the capabilities ofittta plane
have a direct influence on the simplicity and flexibility oétlogic
in the decision plane:

Packet-forwarding paradigms: Data networks employ a wide
variety of techniques for forwarding packets, ranging ftbmlongest-
prefix match paradigm (IPv4 and IPv6), exact-match forwagdi
(Ethernet), and label switching (MPLS, ATM, and Frame Rglay
A forwarding-table entry may direct traffic to a single outgplink
or multiple links, with either equal splitting of traffic orere gen-
eral support for weighted splitting. We plan to explore how o
decision-plane algorithms would vary depending on the éoding-
paradigm supported in the data plane. For example, if tha dat
plane performs weighted splitting of traffic over multipletgoing
links, the decision plane could apply multi-commodity flolga
rithms that assume that traffic is infinitely divisible. Inntmst,
if each router directs all traffic for a destination to a senglut-
going link, the decision plane would be forced to construsink
tree for each destination prefix, requiring more complepialgms
for optimizing the construction of the forwarding tablesu@®ying
these trade-offs will shed light on the tension between tuket-
forwarding capabilities of the data plane and the effeatas of
the decision plane.

Advanced data-plane features:The data plane could incorpo-
rate new features that support the direct, network-widerobof
the decision plane. For example, the data plane could pe@ndn-
tegrated mechanism that combines packet forwarding,ifigeand
transformation (e.g., packet forwarding based on the fipdet of
the source and destination addresses, port numbers, ardtqro

and efficient support for policy-based routing) to give tleeidion
plane direct control over reachability through a single haggsm.
To allay concerns over the response time of a 4D network, akee d
plane could use preconfigured tunnels to support immediat |
reactions to unexpected network events, such as failuresex
ample, the data plane could have a table that indicates hadetot
packet forwarding after a particular link or path fails [18)] to
allow the data plane to react to network events before reaeiv
further instruction from the decision plane. Finally, thalplane
can assist in constructing an accurate, network-wide viethe
traffic by keeping fine-grain counters of the number of paskeid
bytes that match in certain attributes [9] or providing cgafable
support for packet sampling [21].

Throughout this part of our study, our goal is to understana h
enhancements to the data plane would help support the decisi
plane, rather than to propose entirely new data-plane tdopies.

5. EVALUATING NEW ARCHITECTURES

A major frustration for the research community has been the d
ficulty in conducting realistic network control and managennex-
periments to validate or experiment with alternate desighsink-
fully, this is now changing. There are multiple platformswhich
early research can be conducted and more opportunitiesetiean
before for deployment experience in production networks.

5.1 Experimental Platforms

For clean-slate designs that desire the maximum flexibibty
explore the space of network control and management, there a
now experimental platforms that allow the creation of coetel
networks. For example, Emulab [22] allows experimentersoio
struct a network using PCs with multiple Ethernet interfaes
routers. The operating system on the PCs can be modified to im-
plement new packet forwarding paradigms, signaling paaor
control protocols. Large networks with almost arbitrargdtmgies
can be configured using the several hundred PCs available.

Several other experimental platforms even makes it passibl
specify and test the data plane. Jon Turner's Open Netwobk La
(ONL) [23] allows remote users to modify both the softwara-ru
ning on the routers’ embedded processors and the actuatfack
warding hardware, which isimplemented using Field Prognaive
Gate Arrays (FPGAs). Nick McKeown's NetFPGA project [24]
similarly allows experimenters to modify both the routeftware
and hardware. NetFPGA also makes it easy to create netwaaks t
mix physical router nodes with virtual nodes and to piperimsé
traffic through a test network.

The GENI (Global Environment for Network Investigation2%]
initiative at the U.S. National Science Foundation prosida ideal
environment for large-scale evaluation of the 4D architectvith
real user traffic. The GENI facility would provide an expeeintal
infrastructure with programmable network elements that sizp-
port new control and management architectures, while allgw
multiple researchers to evaluate different designs atahsegime
in different “slices” of the infrastructure. As part of fuiwork,
we hope to create a software infrastructure that would alevide
range of researchers to build and evaluate new designs ¢brafa
the “planes” of the 4D architecture on GENI.

5.2 Opportunities for Field Deployment

Gaining field experience with new ideas for control and man-
agement requires both finding networks willing to deploy riegv
ideas and adapting the ideas to those networks.

While there is a small and shrinking number of global transit
networks, municipal networks provide the potential forl rde-



ployment experience in a carrier network—and their numbees
growing rapidly. As of 2004 there were over 40 efforts by mu-
nicipalities and non-government organizations in the &thibtates
to construct networks in their regions that connect somebtoan
tion of businesses, public institutions, and residents#rs [26].
Often these networks aim to provide a triple-play of voiceewo,
and data services, and so are an excellent challenge foreamy c
trol/management architecture. As municipal activitibgytare of-
ten open to collaborations with area universities and rebkess.

Beyond the carrier network space, there is growing recagnit
of the complexity of enterprise networks. Enterprise neksare
frequently called on to implement a wide variety of complex-s
vices, but they are often run by operators who are not neingrk
experts, which increases the need for new ideas for coimgaind
managing these networks. There are hundreds of thousarmufs of
terprises of all different sizes and with many differentuiegments,
greatly expanding the number of potential deployment cioimdr
ties. We have found the IT departments of our own organimatio
to be excellent places to begin our research.

Active networks: The active networks community sought to
create networks with extensible functionality, and pudsseveral
approaches. Some, such as code-carrying packets, aralifigte
ent from the 4D approach, but others, such as creating a minim
kernel of functionality implemented on each router/switthe in-
voked from another location [34], share the same goals a4éQhe

Management tools for a distributed control plane: Many tools
have been developed to ease the configuration of the exiating
chitecture for control and management, which depends or ind
vidually configured switches/routers running a distrildueentrol
plane. Some approaches, like those adopted by Cplane and Or-
chestream, developed frameworks to solve the problemsanhim
configuring large numbers of distributed switches/routikas may
use different command languages. Other tools focus onfapept
erational tasks, such as traffic engineering or mitigatiobenial-
of-Service (DoS) attacks. For example, Cariden’s MATE [&56§
OpNet’s SP Guru [36] products can tune OSPF costs or MPLS La-
bel Switched Paths to the prevailing traffic, and ArborNekig
PeakFlow DoS [37] product detects DoS attacks and gendihtes

Deploying new ideas for control and management into produc- ters to block the offending traffic. The general approachaiicy-

tion networks likely requires implementing those ideangsion-
ventional routers, which have closed software architestuand
speak only pre-existing protocols. However, there are ntacy-
niques for overcoming this challenge and crafting hybridg pair
current hardware/software with new ideas. For exampleRih-
ing Control Platform (RCP) [11] work shows how a discovergma
can be built by passive monitoring of the intradomain ragiinoto-
col (OSPF) [27, 28] and learning interdomain routes througgkr-
nal BGP (iBGP) sessions with the conventional routers. &ty
dissemination can be implemented by using iBGP sessiomsde f
the desired routes into each router, or by using translaioeigs to
convert the commands of the control/management systenttiato
configuration language of the routers.

6. RELATED WORK

The importance of network control and management in creat-

ing robust networks has been recognized by both the resaacth
network operator communities for many years. Many differen
paradigms for this area have been explored, including 8igna
System 7 and the Intelligent Network, active networks, aplitp-
based networking, and there is increasing attention inrterret
research community [29]. This section explains the retetiip
between the 4D architecture and some of the many existingteff
Traditional telecommunications networks: The concept of cen-

tralization is heavily used in many management paradigmtefecom-

munication networks, usually based on circuit-switchectht®l-
ogy [30]. In contrast, 4D focuses on packet-switching da& n
works that have more complex data-plane primitives (e acket
forwarding based on longest-prefix matching, access coNAT,
and tunnels) and higher network dynamics. Like Signalingt&my
7 (SS7) [31, 32], the 4D architecture keeps communicati@anch
nels for management information isolated from the pathsl bye

user data. However, SS7 takes the approach of a hard separati
between management and user data onto separate links or chan

nels, while the 4D architecture explores a softer logicpbsation
appropriate for links like Ethernet. The Intelligent Netk@IN) ar-

chitecture [33] supports extension of network functictyallly en-
abling user data (call placements) to trigger Detectiom®Bdhat
invoke per-service code. Because the terminals in dataonksvare
fully-programmable devices, the 4D architecture delitidyadoes
not provide a way for a user-originated message carrieddyldla
plane to invoke functionality in the decision plane in ortieavoid
a class of Denial of Service attacks to which the IN is vulbéra

based networking (PBN) has been studied to automate poouig
and network management in applications such as QoS [38].

While very useful for specific tasks, network-managemealsto
and PBN approaches usually assume the existing controé jplizo-
tocols, focus on a small portion of the configuration statg.(e
packet filters, but not routing), and do not consider therattiions
among multiple mechanisms. In contrast, in the 4D architeahe
network is directly controlled by decision elements usiegnork-
wide views to manage all network state—it explicitly eststiks
the decision plane as the place in the architecture for caatidg
all of the data-plane mechanisms and provides the decisioe plan
with the information it needs to operate.

Router configuration: A 2002 study estimates that half of net-
work outages stem from human configuration error [39]; simil
results have been found in studies of Internet services RiGgly-
sis focusing specifically on BGP routing suggests that cardigon
errors are responsible for many network anomalies [41, 8le&l
tools provide analysis across configuration files to reverggneer
the router topology and summarize the status of the netwirk,[
8, 42, 43]. However, despite their wide usage, these toals hat
eliminated configuration problems. In the 4D architectureelim-
inate the router/switch configuration files entiredpd along with
them the need to verify their consistency or reverse engitiesr
actions. Rather than retrofitting analysis tools on top dfifting
pile of management tools, we propose an architectural eéhang
the network itself generates a view of its status and topolog

Separating forwarding and control: Driven by the desire to
separate router forwarding from protocols and networkisesy
significant prior work attempted to define an open routerriate
analogous to OS interfaces at end-systems [44, 45, 46, 4&]. R
cent standardization efforts within the IETF reflect thiside[48,
49]. Efforts in the OpenArch and OPENSIG communities suc-
ceeded in provisioning QoS in multi-service networks [50, &2,
53]. Whereas these efforts attempt to modularize the @ctite
and the functionality ofndividual routers, we propose to move the
logic (e.g., path computation) currently in the controlr@aut of
the routers and control plane altogether into a separatisidec
plane equipped with network-wide views. Several recenp@se
als [11, 54, 55] argue for separating the computation ofe®trom
the individual routers. We also argue for placing the keycfiom-
ality outside of the network but go further in two respectést;
we believe that the architecture should explicitly provadeobust
dissemination means threctly control the data plane plane, rather



than driving the control plane by sending BGP or MPLS message
to routers, as extensive configuration is required befadtBP or
MPLS messages can even be delivered. Second, we belietkehat
management plane should dictate other aspects of netwera-op
tionsbeyond routinge.g., packet filtering and quality of service).
Discovery: Techniques for auto-discovery between neighbors
have been proposed in ATM with Integrated Local Management |
terface (ILMI) [56] and optical networks with GeneralizeduM-
Label Switching (GMPLS) [57] and Link Management Protocol
(LMP) [58]. ATM discovery assumes homogeneous link technol
ogy (SONET), OSI control protocol stack, and requires NSAP a

dresses to be configured first. GMPLS discovery assumes H con

trol protocols at each switch controller and requires tloéqmols to
be configured first. In the 4D architecture, we aim to designaii-
ery service applicable to multiple network types that reggiero
pre-configuration. In addition, the discovery service wgilbvide
interfaces to the decision plane to enable consistent apliciéx
management of physical and logical identities, their sspfigeir
persistence, and their relationships.

7. CONCLUDING REMARKS

There are fundamental questions to be answered in redegigni
control and management functions for data networks: Howoto g
from networks that blend decision logic with specific pratiscand
mechanisms to an architecture that abstracts and isoleedeti-
sion logic and admits a range of efficient implementations®vH
to go from networks that consist of numerous uncoordinaggoy-

prone mechanisms, to ones where the low-level mechanisens ar

driven in a consistent manner by network-level objectiids® to
go from networks where operators tune parameters, hopiogao
the system to reach a desired state, to one where netesign-
erscan directly express controls that automatically steesyiséem

toward the desired state? How to go from networks where human

operators leverage network-wide views and box-level cdifiab
at slow timescales in decision-support systems, to one evtier
network itself leverages this information in real time?

We believe there are huge opportunities for the research com
munity to pursue a more revolutionary clean-slate appréache
problem of network control and management. If successhd, t
line of research could create an entire landscape of ptissibi
for networking researchers to deploy their ideas on realors.
Previously closed and proprietary control plane protoedlsbe
replaced by software running on conventional servers. New a
gorithms and logic for network control can be developed de-
ployed Ultimately, data networks, equipped with new control and
management protocols and software, could be simpler, mbrest,
more evolvable, and less prone to security breaches.
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