
Electromagnetic radiation

Wave propagation is a subject that's heavily emphasized in undergraduate electricity and magnetism courses.   But the waves come 
from somewhere and that is the topic of radiation.   For physical insight let's begin with a discussion drawn from volume II of The Feynman 
Lectures on Physics.  Imagine a uniform infinite (+) sheet of positive charge lying in the x-y plane.    If it is stationary then Gauss's Law says 
there is a static electric field (red arrow) pointing along along the +z direction for z > 0 and along the – z direction when z < 0.  There is no 
current so there is no B field so there are no waves produced by this charge distribution.  A static field produces no radiation.

In the second figure the sheet is suddenly accelerated along the +y direction.  There is now a sheet of current along +y shown by the 
green arrows.   This generates a magnetic field B(t).   To find B consider the rectangle whose sides are parallel to x and z and encloses a 
portion of the charge sheet.  By Ampere's law,

!𝐵 ⋅ 𝑑𝑙 = 𝜇! )𝐽 ⋅ 𝑑𝐴

The line integral of B around the rectangle equals the flux of the current J through it.  Since the sheets are infinite, B can only lie along the + 
or – x axis, as shown.  B has changed from 0 to some non-zero value so it is a time-varying B-field so Faraday's law implies that a time-
dependent E field is generated along the y-axis.   That tim3-varying E field now generates a B field, which in turn generates an E field and so 
on.  The accelerated sheet of charge has generated E and B fields that obey the wave equation and propagate along the +/- z directions.   The 
key ingredient for this classical radiation process is the acceleration of charge. 
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The dipole antenna

Radiation encompasses everything from microwave towers to gamma rays emitted from nuclei so we will need to focus on just a few 
examples.   To begin, recall how to find the electric field produced by a time-independent distribution of charge, described by some charge 
density 𝜌 𝑟 .   The electric potential 𝜙 𝑟 is obtained by integrating over the charge distribution and then taking the gradient to obtain the 
electric field 𝐸.  
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With static charge distributions it is often simpler to avoid the potentials and just use Gauss's Law or Ampere's law to obtain 𝐸 or 𝐵
directly.    However, with radiation fields, it is mathematically much easier to first find the potentials and then take derivatives to get the 
electric and magnetic fields.   And in quantum theory, the potentials are really the more fundamental quantities.   Focus on the vector 
potential 𝐴 .   The essential complication in finding the radiation fields is the finite speed of light c.  The potential at point 𝑟 and time t is 
determined by what the charges and currents were doing at 𝑟' (as in the static case) but at an earlier time, 

𝑡# = 𝑡 −
𝑟 − 𝑟′
𝑐

Similarly, if there is some distribution of current described by a current 
density 𝐽 𝑟 then we need to integrate over the region where this current 
exists to obtain the vector potential  𝐴 .   The magnetic field 𝐵 is then 
obtained by taking the curl of 𝐴 ,

𝐴 =
𝜇!
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𝑑𝑟" 𝐵 = 𝑐𝑢𝑟𝑙 𝐴

Remember that 𝑟 is the point of observation the potential and 𝑟' points to 
the regions of charge or current density over which we need to integrate.   
You might also see the notation 𝑑𝑟" = 𝑑𝑥"𝑑𝑦"𝑑𝑧" = 𝑑𝑉′. 
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The quantity tR is called the retarded time.  It differs from the time t by the amount of time it takes light to go from point 𝑟' (where the 
charge and current sources are) to the observation point 𝑟.   This makes the calculation much more difficult.   You can look up the proof in 
any E&M textbook so I will just state the formal solution for the vector potential when the current density  𝐽 𝑟, 𝑡 depends on time:
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This expression is similar the static case but now 𝐽 𝑟′, 𝑡 is evaluated at the retarded time tR ,  which itself depends on 𝑟 and 𝑟' .  This integral 
is usually difficult to do but luckily there are many applications in which we care only about the fields that are very far away from the sources 
producing them and that greatly simplifies things.  

We'll first look at the case of a half-wave antenna 
shown on the left.  It's shown by thick green wires 
extending from z = 0 to d/2 and from z = 0 to -d/2 
where  𝑑 = ⁄𝜆 2 .   𝜆 = ⁄𝑐 𝑓 is the wavelength of the 
radiation and 𝑓 = ⁄𝜔 2𝜋 is the frequency.   For FM radio 
at f = 100 MHz, 𝜆 = 3 m so the antenna would be d = 
1.5 m long. 

The antenna is fed at z = 0 by a pair of wires carrying 
currents  𝐼# 𝑐𝑜𝑠𝜔𝑡 in and out respectively.  The current 
on the antenna itself is maximum at z = 0 and goes to 
zero at each end of the antenna, so the current density 
along the antenna has the form,

𝐽 𝑟 ′, 𝑡 = 𝐼# 𝑐𝑜𝑠𝜔𝑡 𝑐𝑜𝑠 𝑘𝑧′ 𝛿 𝑥′ 𝛿 𝑦′ 𝑧̂

where 𝑘 = ⁄2𝜋 𝜆 .   Charges slosh back and forth along 
the antenna at the driving frequency f.   During half of 
the cycle the top end is positive and the bottom end is 
negative and then things reverse.  

The observation point  𝑟 is far away from the antenna so r >> d, 𝜆 .   𝑟̂ is a unit vector parallel to 𝑟 and 𝑟" points to places along the antenna 
where we need to integrate the current.  From the figure you can see that 𝑟" = 𝑧"𝑧̂. The fields close to the antenna (known as the near zone) 
are quite complicated but we will focus on the fields far away in what's termed the far zone or the radiation zone.  



Since all the equations we use are linear, its permissible to represent sinusoidal quantities by complex exponentials and at the end of the 
calculation, take the real part of the answer to get the physical quantities.   For example the current density can be written as
𝐽 𝑟′, 𝑡 = 𝐼# 𝑐𝑜𝑠𝜔𝑡 𝑐𝑜𝑠 𝑘𝑧′ 𝛿 𝑥′ 𝛿 𝑦′ 𝑧̂ = 𝐼# 𝑐𝑜𝑠 𝑘𝑧′ 𝛿 𝑥′ 𝛿 𝑦′ G𝑧 Re 𝑒$%&' .   The vector potential is now, 
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Next, we need to simplify 𝑟 − 𝑟 ′ .   Out in the radiation zone 𝑑 ≪ 𝑟 so 𝑟′ ≪ 𝑟 so we can we can approximate 𝑟 − 𝑟 ′ :

𝑟 − 𝑟 ′ = 𝑟 − 𝑟 ′ + = 𝑟+ − 2𝑟 ⋅ 𝑟" + 𝑟"+ ≈ 𝑟+ − 2𝑟 ⋅ 𝑟" = 𝑟+ − 2𝑟𝑧" cos 𝜃 ≈ 𝑟 − 𝑧" cos 𝜃

Using this approximation and substituting ⁄𝜔 𝑐 = 𝑘 , 
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The physical field is obtained by taking the real part of this complex expression.  Things can be further simplified because out in the radiation 
zone it's a good approximation to set 𝑟 − 𝑧" cos 𝜃 ≈ 𝑟 in the denominator.   We are left with a one-dimensional integral over z' .   
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It's a wave but with a peculiar angular dependence that is very important for signal communications.  

With some patience and trig identities this expression reduces to, 
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Radiated Power 

Given the vector potential we can now find 𝐵)23 and then  𝐸)23 .  The vector potential has been written things in terms of spherical 
coordinates r and 𝜃.   To find  𝐵)23 = 𝑐𝑢𝑟𝑙 𝐴 the unit vector 𝑧̂ needs to be in spherical coordinates: 𝑧̂ = 𝑟̂ cos 𝜃 − V𝜃 sin 𝜃 .   Taking 𝑐𝑢𝑟𝑙 𝐴
there are terms proportional to 1/r, 1/r2 and 1/r3 .   𝐵)23 corresponds to the 1/r terms only.   Why?  The radiation fields are the ones that 
carry energy off to infinity.   Remember that the Poynting vector 𝑆 gives the energy per unit time flowing per unit area,

𝑆 =
1
𝜇!

𝐸 𝑥 𝐵

The total power radiated away is the integral of 𝑆 over the surface of a sphere of radius r surrounding the antenna.   Since the surface area of 
a sphere is 4𝜋𝑟+ then S must will vary as 1/r2 in order for the power to be non-zero:

𝑃𝑜𝑤𝑒𝑟 = !𝑆 ⋅ 𝑑𝐴 ~
𝑟+

𝑟+
> 0

This implies that the radiated fields  𝐸)23 and 𝐵)23 must both decrease as 1/r.   Fields that decrease as 1/r2 or 1/r3 lead to a Poynting vector 
that decreases as 1/r4 or faster.   The surface integral of 𝑆 would then vanish as 𝑟 → ∞ .  Therefore no net power is radiated to infinity by such 
fields.  They oscillate but they don't radiate.  With that in mind, take 𝑐𝑢𝑟𝑙 𝐴 and keep only the part that varies as 1/r:

𝐵)23 =
𝜇!𝐼# sin 𝑘𝑟 − 𝜔𝑡
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𝑠𝑖𝑛 𝜃

c𝜙

The radiated magnetic field is azimuthal.  In the far zone the electric 
field has magnitude Erad = cBrad and is perpendicular to both the 
direction 𝑟̂ of the radiated wave and to 𝐵)23 :

𝐸)23 = 𝑐𝐵)23 𝑥 𝑟̂ = 𝑐 𝐵)23 V𝜃

The unit vectors in spherical coordinates are shown in the figure.  
The Poynting vector 𝑆 points radially out along 𝑟̂ .  

𝑟̂

K𝜃

K𝜙



It's common to show the magnitude of the Poynting vector on a polar plot to emphasize the directionality of the antenna.  Writing everything 
out we have, 

𝑆 =
𝑍!𝐼!+
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𝑟̂ 𝑍! = 𝜇!𝑐 ≈ 120 𝜋 ≈ 377 Ω

Taking the time average of 𝑆 over one cycle converts the 𝑠𝑖𝑛+ 𝑘𝑟 − 𝜔𝑡 into a factor of ½.   The time-averaged power per unit area radiated in 
the direction 𝜃 is now given by, 
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https://en.wikipedia.org/wiki/Dipole_antenna

z axis

𝜃

𝑓 𝜃

Antenna

The radiation pattern as a function of angle 𝜃 is shown on the polar plot.  There is no 
power radiated along the axis of the antenna and maximum power radiated 
perpendicular to the antenna axis.   The pattern doesn't depend on the azimuthal angle  
𝜙 so it's symmetrical about the antenna axis.  The radiated power pattern looks like a 
donut. 

Antenna

Since the dipole antenna radiation pattern is symmetrical around the z-axis, it's not very efficient.  If you wish to send most of the energy in one 
direction then a more complicated antenna design is needed.  Often, this involves an array of dipole antennas. 



Radiation resistance

The time-average total radiated power is obtained by integrating 𝑆 over the surface of a sphere of radius r: 
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The quantity R0 is called the radiation resistance of the antenna.   If you were to drive the same current 𝐼# 𝑐𝑜𝑠𝜔𝑡 through a resistor of value R0

it would dissipate the same amount of power as the antenna radiates away.  For the half-wave dipole antenna 𝑅! ≈ 73.09 Ω .  For other 
antenna shapes and sizes it will be different.   This simple situation holds only at the resonant frequency of the antenna.  If you drive it at a 
frequency which does not correspond to an integral number of half-wavelengths then the antenna acts like circuit involving R0 , capacitance and 
inductance. 

Radiation resistance is important because we wish to radiate out the maximum power possible for a given generator voltage.   The figure below 
shows the general idea.   A voltage generator with an output impedance Rgen drives a transmission line with a characteristic impedance Z which 
is connected to an antenna that appears to the circuit as a resistance R0.   To radiate the maximum power for a given generator voltage, we 
need Rgen = Z = R0.  In other words,  the generator should be impedance-matched to the transmission line and the transmission line should be  
impedance matched to the antenna. 

Experiments In EMC:  How Common Mode
Currents Are Created

By Glen Dash, Ampyx LLC, GlenDash at alum.mit.edu
Copyright 2000, 2005 Ampyx LLC

“I’ve all ready read the books on EMC and visited a lot of home pages... But all these references
did not mention anything about the physical phenomenon that causes common mode currents...
Are common mode emissions inherent in any physical system?  Can I model them?”

--Overheard on the ‘Net

It’s by no means a trivial question.  And, in spite of decades of hand waving by authors and
consultants, the principal mechanism by which common mode currents are created in digital
devices was not well understood until the decade of the 90s.  In this article, we’ll explore the
physics behind the creation of common mode currents, and perform some experiments to verify
our understanding.

We begin with the simplest of circuits, a signal source driving 10 cm of 300 ohm twin lead
shown in Figure 1.  In one way or another, all wire line communication has as its goal
transmitting signals faithfully from a source to a load.  Here the load is matched to the line, and
good fidelity can be expected.  (Note that since the transmission line is matched to the load, there
will be no reflection at the load end.  Therefore, it is not necessary that the source be matched to
the line.)

Figure 1: Our analysis starts with a simple circuit.  A voltage source drives a short length of 300 ohm twin
lead, terminated in a 300 ohm load.

The radiation that could be expected from the circuit in Figure 1 is relatively small.  We can
simulate the circuit on our Method of Moments simulator (Reference 1).  It predicts the radiation
at 3 meters for the circuit in Figure 1 to be approximately 1200 uV/m at 3m (in free space).

Antenna radiation resistance R0
Transmission line with
Characteristic impedance Z

Generator output 
impedance Rgen

Generator

You might think the coaxial cable would be the ideal transmission line but since its two 
conductors are not symmetrical, that can cause problems.  An old favorite, going back to the 
early days of TV, is twin-lead.   The spacing between the wires determines the characteristic 
impedance Z.   A widely used value is Z = 300 Ohm.   But that would be mismatched to a dipole 
antenna with 𝑅! ≈ 73.09 Ω .  This problem can be solved by the next scheme.  

Twin lead



Folded dipole

The figure below shows a dipole antenna but with the two ends connected to each other by another section of wire.  This is called a 
folded dipole.   Remember that in the original dipole, the current has a cos(kz)  shape (dotted line) which represents one half-wavelength.  If we 
connect the wire between the ends, this represents a full wavelength round trip so the current in the folded part must be in the same direction 
as in the original dipole piece.  That's like having two dipoles working in unison, so the fields will be twice as large for a given current.  But that 
means 4 times as much radiated power for the same current.  The radiation resistance is therefore 4 times as large,

𝑅5#6373 = 4 𝑅! = 4 𝑥 73.09 Ω = 292.4 Ω

This would be a better impedance match to the 𝑍 = 300 Ω twin lead transmission line. 

Current distribution
Io cos (kz)

Folded dipole antenna           Ordinary half-wavelength dipole antenna

Ground Effect

Antennas here on the earth must contend with the ground beneath them.   
Depending on the soil composition and the amount of absorbed water, the ground is a 
moderately good conductor.   Back in the 1800's the ground was actually used to carry the 
return current in telegraph systems.   As you know, time-varying electric and magnetic fields 
only partially penetrate a conductor. by a characteristic length called the skin depth 𝛿.  This 
is the distance beneath the surface of a conductor surface where the electric and magnetic 
fields have fallen to 1/e of their values at the surface,

𝐸 𝑥 = 𝐸 𝑥 = 0 𝑒$ ⁄9 :
𝐸
𝑥



In good conductors (metals) the skin depth varies as, 

𝛿 =
𝜌
𝜋𝜇𝑓

where ρ, 𝜇, 𝑓 are resistivity, permeability and frequency, respectively.    At f = 100 MHz, the skin depth in copper 𝛿 = 6.5 𝜇𝑚. For poor 
conductors like the ground, the above formula holds for low frequencies but above 5 – 10 MHz the skin depth becomes independent of 
frequency and 𝛿 is a few meters.   Nonetheless, it means that fields radiated by an FM radio antenna at 100 MHz are pretty much extinguished 
several meters below the ground.   Suppose, as a very rough approximation, we treat the ground as a perfect conductor so the electric and 
magnetic fields of radio waves are zero beneath the surface.   If we place an antenna above the ground, the E and B fields must satisfy the 
correct boundary conductions at the surface.   That implies that right at the surface, the component of E parallel to the surface and the 
component of B perpendicular to the surface must be zero.

https://en.wikipedia.org/wiki/Method_of_image_charges

Images charges and currents

Problems like this can often be handled by the method of images, 
shown here for a point charge +q held above a perfect conductor.   The 
conductor is replaced by an image charge –q located an equal distance below 
the boundary.  The electric field from both charges together obeys the 
boundary conduction imposed by the conductor (parallel component of E = 0 
at the surface).   The physical electric field above the conductor surface is 
shown by the solid lines.  It's just the field you would calculate from the two 
point charges.

A similar idea holds for currents.   If we place an antenna carrying a 
current above the ground, the problem is to find an image current beneath 
the surface that makes the parallel component of E and the perpendicular 
component of B go to zero at the surface.  The rule is that image currents 
parallel to the surface go in the opposite direction to those above the surface 
while image currents perpendicular to the surface go in the same direction 
as those above.  The rule is shown in the next figure.  



Physical Current

Image Current

Perfect conductor
Boundary

B
⨂⨀ ⨀

Solenoid
Current

A quick way to understand this rule is to think of a long solenoid coming out of the page, carrying a clockwise current.  The currents above and 
below the boundary have opposite parallel components and equal perpendicular components.  This produces a magnetic field that is always 
parallel to the boundary and has no component perpendicular to the boundary.   That's the same boundary condition that a perfect conductor 
would impose on the B-field.   Now think of the lower half of the solenoid as the image current for the top half.    

𝑧 = ⁄𝜆 4

Image antenna

Ground treated as a 
perfect conductor

𝑧 = ⁄− 𝜆 4

Physical antenna I(z,t)

I(z,t)

With that in mind, imagine we take our dipole antenna and cut 
it in half.  The top half, still ¼ wavelength long, now sits above the 
ground, which is approximated as a perfect conductor.   The effect of 
the ground on the E and B fields can be duplicated by an image of the 
top antenna, also ¼ wavelength long, carrying the same current in the 
vertical direction.   For the same driving current, the radiation pattern 
should be identical to our original half-wave antenna stuck out in free 
space.  Except of course that there are no E or B fields below the 
ground, so for the same antenna current, this antenna radiates only 
half the total power into space.   It therefore has half the radiation 
resistance, namely Rrad = 36.5 Ohms.  

The current generator would have one of its output wires 
connected to the antenna wire and the other half stuck in the ground.   
This arrangement is called a grounded Marconi antenna.  Importantly, 
we have used the nearby conducting surface to reduce the size of the 
physical antenna from ⁄𝜆 2 to ⁄𝜆 4 . 



Cell Phones

The size of hand-held phones is a major headache for antenna design.  The simple half-wave dipole antenna sets the appropriate scale 
for an efficient antenna at a given frequency, namely ⁄𝜆 2 . The Marconi antenna shows that a nearby conducting surface allows that to be 
cut in half, to ⁄𝜆 4.   For example, the GPS antenna in the phone below operates at 1.575 GHz, corresponding to ⁄𝜆 4 ≈ 2 ".  Many such 
compact antennas are variations on the F-shape shown on the right.   The large metallic rectangle is the ground plane – part of the phone 
structure itself.   The circular (+ -) gap is the feed point where the driving currents enter and leave.   The F shape is widely used since it allows 
some flexibility to vary the antenna length for the frequency band of interest.   My moving the location of the feed point (the +/-) it's also 
possible to adjust the radiation resistance.   There are also antennas on this phone designed for 900 and 1800 MH.  Interestingly GPS uses 
right-circularly polarized radiation but that kind of selectivity is difficult to design into a small space so this antenna settles for selecting out 
one linearly polarized component of the incoming GPS signal.  

https://www.antenna-theory.com/design/gps.php

F-Shape



Bandwidth

The half-wave dipole antenna is a resonant system.  Its peak efficiency occurs when driven at that frequency f for which the length of the 
antenna is 𝐿 = ⁄𝜆 2 = ⁄𝑐 2𝑓 where c is the speed of light.   At just this frequency the antenna appears like a pure resistance R0 = 73 Ω to the 
generator driving the current.  If the generator and transmission line are matched to this value then no power is reflected back from the antenna 
toward the generator.  It all goes into radiation.   If, however, we transmit at a slightly different frequency then the antenna is no longer a pure 
resistance and some of the power is reflected back to the generator.   For a ⁄𝜆 2 antenna resonant at about 900 MHz, the coefficient of 
reflection has the behavior shown below.  It's a minimum right at resonance and increases as we move away from that frequency.  The antenna 
becomes less efficient.   The antenna bandwidth Δ𝑓 = 𝑓+ − 𝑓; is shown in the figure. f1 and f2 are often chosen to be the frequencies where the 
reflection coefficient has increased by ⁄1 2 from its minimum value – basically a measure of the width of the resonance curve. Defined in this 
way, ⁄Δ𝑓 𝑓 ≈ 0.08 for the ⁄𝜆 2 antenna.  

∆𝑓

A narrow bandwidth is desirable if you want to transmit or receive signals 
in a narrow range of frequencies and not interfere with anyone else.  On the 
other hand, you might want an antenna that receives signals over a wide range of 
frequencies, often needed in military applications.   The spiral antennas below 
are well-known broadband antennas which may have bandwidths of 10 GHz or 
more.   They are also sensitive to circularly polarized microwaves. 

https://www.researchgate.net/publication/344943034_
Design_of_a_miniaturized_dipole_RFID_tag_antenna/fi
gures?lo=1

https://jemengineering.com/blog-spiral-antennas/



Antenna Gain

Gain is a word we normally associate with amplifiers.  For antennas, it concerns the angular dependence of the radiation.   In the 
figure, the angular dependence that we worked out for the half-wave dipole antenna is shown with the two lobes described by the magnitude 
of the Poynting vector:

𝑆3%<#67 =
𝑍!𝐼!+

8 𝜋+ 𝑟+
cos 𝜋

2 cos 𝜃
𝑠𝑖𝑛 𝜃

+

𝑇𝑜𝑡𝑎𝑙 𝑃𝑜𝑤𝑒𝑟 = L𝑆3%<#67 𝑟+𝑑𝑟𝑑𝜙 sin 𝜃 𝑑𝜃 =
1
2
𝐼!+𝑅!

Now suppose the generator delivers the same amount of power  ;+ 𝐼!
+𝑅! to a hypothetical isotropic antenna.   (Hypothetical because there is no 

such antenna.)  Since this hypothetical antenna sends the power out equally in all directions, its Poynting vector will be the total power radiated 
by the dipole divided by the area of a sphere:

𝑆%=#')#<%* =
1
2 𝐼!

+𝑅!
4𝜋𝑟+

The gain of the real antenna is the ratio of the two Poynting vectors, 

𝐺𝑎𝑖𝑛 𝜃 =
𝑆3%<#67 𝜃
𝑆%=#')#<%*

𝑆3%<#67 𝜃 = ⁄𝜋 2
𝑆%=#')#<%*

= 1.64

Usually the antenna gain is taken to be its maximum value, 
which, for the dipole antenna,  is 90 degrees relative to the 
antenna axis.  In that direction the gain = 1.64.  Engineers prefer 
the decibel unit, defined by the logarithm, 

𝐺𝑎𝑖𝑛 𝑑𝐵 = 10 𝑙𝑜𝑔;!
𝑆3%<#67 𝜃
𝑆%=#')#<%*

The gain for an isotropic antenna is 0 dB. The maximum gain of 
the half-wave dipole antenna is 2.15 dB. For a highly 
directional antenna the gain can be much higher in the direction 
of maximum intensity, as shown.   

Sisotropic

S(𝜃)

https://www.ahsystems.com/articles/Understanding-antenna-gain-
beamwidth-directivity.php



Antenna effective area

Antennas are of course used for both transmitting and receiving electromagnetic radiation.  (Witness the bars on your cell phone.)   
But calculating the size of the signal received by an antenna is a much more difficult problem than calculating the power transmitted.   
Fortunately, nature let us off the hook.   But we first need to define a new quantity call the effective area Aeff of an antenna.     Suppose some 
radio station is beaming out radiation and there is distant antenna trying to receive it.   Let S be magnitude of the transmitted Poynting vector 
at the receiving antenna and let 𝑃)7*7%>73 be the time-averaged power extracted from the incoming wave by the receiving antenna.   Then 
the effective area of the receiving antenna is defined by,

𝑃,=3=0>=. = 𝑆 N 𝐴=??

The surprising result is that for any antenna, so long as it doesn't dissipate power itself (from resistance in its conducting wires), the effective 
area and the gain are simply proportional, involving just the wavelength of the radiation being received:

𝐴755
𝐺𝑎𝑖𝑛 (𝑚𝑎𝑥𝑖𝑚𝑢𝑚)

=
𝜆+

4𝜋

This equation is the connection between the transmitting and receiving properties of an antenna.   We previously calculated the gain for a 
half-wave dipole antenna by working out the transmitted fields.   But knowing the gain, the above equation gives us the effective area when 
we use the antenna as a receiver.   For example, consider the antenna below.   Its maximum gain is along the direction of the green lobe.   But 
that's also the direction of its maximum effective area.  As might seem intuitively obvious, to receive the strongest signal you should aim the 
green lobe at transmitter.  

Sisotropic

Gain(𝜃)

Transmitter



Reciprocity

The relationship between antenna gain and effective area is an example of what we call reciprocity. Subject to certain limitations on the 
transmitting medium, it's a general property of Maxwell's equations.  For a more familiar example consider a transformer consisting of the two 
coils of wire.   

Suppose we drive a current I1 through coil 1 with a generator.  
This produces a time dependent magnetic field B1(t).   Let Φ+;
be the magnetic flux through coil 2 due to the field produced 
by coil 1.  Then by Faraday's Law, the time rate of change Φ+;
induces a voltage V2 across its terminals,

𝑉5 =
𝑑Φ5@

𝑑𝑡
= 𝑀5@

𝑑𝐼@
𝑑𝑡

where M21 is the mutual inductance.  It relates the flux 
generated in coil 2 by the current through coil 1. 

Now turn things around and attach the generator to coil 2.  This drives a current I2 through coil 2 that produces a field B2(t) which in turn 
produces a time varying magnetic flux Φ;+ through coil 1.  By Faraday's law, this induces a voltage across the terminals of coil 1 given by,

𝑉@ =
.A"#
.2

= 𝑀@5
.B#
.2

where M12 relates the flux in coil 1 generated by a current in coil 2.    Using the simple case of a solenoid wrapped around another solenoid, it's 
easy to show that M12 = M21 .  But in fact this equality is true for any two coils and is an example of reciprocity.  There's no radiation involved 
here since the transformers operate in the near zone.  But the same idea holds true even if the mutual coupling were through the radiation 
fields, as in the next example. 

Consider two scenarios. 

Imagine there are two antennas radiation resistance R1 and R2 respectively.   You can think of them as the two coils of a transformer that are 
very far apart,  but in fact they could be any shape – dipole, coil, whatever.   Each antenna is connected to an electrical circuit through which 
current can flow.   To ensure impedance matching, each circuit includes a real resistor equal to its respective antenna resistance.



Case 1.  Circuit 1 has a voltage generator V which drives a current through antenna 1 which transmits energy that is received by antenna 2.  The 
energy received by antenna 2 generates a sinusoidally varying current of amplitude I2 through circuit 2.   Then I2 = Y21 V .

Antenna 1 Antenna 2

R2R1
V

I1 = Y12 V

Antenna 1

R1

V

Antenna 2

R2

I2 = Y21 V

Case 2. Leaving everything else the same, now move the generator V so it drives a current through antenna 2.   It becomes the transmitter and 
antenna 1 is the receiver.   Antenna 1 picks up the incoming waves and generates a sinusoidally varying current of amplitude I1 = Y12 V through 
circuit 1.  

Reciprocity states that Y12 = Y12 .  This statement is a generalization of the statement that for transformers M12 = M21.   It turns out there are 
similar reciprocity theorems for sound waves.   A good reference can be found at https://www.cv.nrao.edu/~sransom/web/Ch3.html. 

https://www.cv.nrao.edu/~sransom/web/Ch3.html


Patch or Microstrip Antenna  

This antenna is an extension of the microstrip used for 
transmission lines and is typically used for microwave frequency 
communication.   It's somewhat like the dipole antenna but now, a 
microstrip transmission line feeds into a patch of length L and width 
W.   The patch and ground plane act like a resonant cavity with 

⁄𝐿 = 𝜆 2 .    𝜆 = ⁄𝜆5)77 𝜖 is the wavelength inside the dielectric.   
Maximum radiation is normal to the plane of the patch ( 𝜃 = 0° ).   It 
comes from the fringing electric fields at the front and back end of 
the patch.  Ideally there is no radiation in the  𝜃 = 90° direction. 

The plots below show the fringing electric fields and the half-
wave current distribution, similar to the dipole antenna. Its radiation 
resistance can be adjusted by changing the width W.

https://www.sciencedirect.com/topics/comp
uter-science/microstrip-antenna

https://onlinelibrary.wiley.com/doi/epdf/10.1002/mop.29400

Since the patch acts like a resonant 
cavity it has a high quality factor and therefore 
a narrow bandwidth.   It's used for satellite 
communications and in particular, for GPS.  It's 
also used in many defense applications. 



Passive Antenna Arrays

You all learned about antenna arrays when you studied diffraction gratings.   Line up a periodic array of slits it's possible to
get all the light to interfere constructively in certain directions.  The more slits, the sharper the pattern.   The same thing is 
routinely done with radio and microwaves.   

Patch antennas are typically patterned in 2D arrays to achieve higher antenna gain and more output power.   The patch spacing is often 
⁄𝜆 2 but it could be anything depending on the radiation pattern you wish to achieve.  

https://en.wikipedia.org/wiki/Pat
ch_antenna



Phased Arrays

The radiation pattern with an array is determined by the relative phase between individual antennas.  In a passive array that's
determined  by the geometry and antenna spacing d :

∆∅ =
2𝜋
𝜆 𝑑 sin 𝜃

But we can also change the relative phase electronically.  That results in a phased array, shown in the figure.  Each antenna is now excited
with a different phase 𝜑;, 𝜑+, … This adds to the relative phase due to the geometry, allowing the beam to be scanned.  In fact the 
amplitude of excitation for each antenna can also be adjusted to achieve more complex antenna patterns in real time.   This type of thing
is used throughout radar and, as we will later see, ultrasonic imaging. 

x When is required to form a high gain pencil beam, or beam scanning in any direction, 
multidimensional arrays are used. 

 
When the scanning is required to be continuous, the feeding system must be capable of 
continuously varying the progressive phase ș between the elements.  
Assuming that the maximum radiation of the array antenna is required to be oriented at 
angle ș0, or in oWher ZordV, Wo ³elecWronicall\´ roWaWe, or VWeer, Whe arra\ paWWern WoZardV 
some other direction, without physically rotating the antenna. 
To accomplish this, the progressive phase excitation ȕ between the elements must be 
adjusted so that: 
                                 Ψ = ȕ +kd coVș0 = 0 

  ȕ = -kd coVș0                which is named steering phase 
x Thus, by controlling the progressive phase difference between the antenna-elements, 

the maximum radiation can be squinted in any desired direction to form a scanning 
array. This is the basic principle of scanning array operation. 

 
Basically, a Phased Array Antenna system is a combination of N antennas made to get: 

- A higher gain antenna system. 
- An increased directivity antenna system. 
- Ability to get steerable and directive radiated signal. 

 
The fundamental configuration for elements in an array is the Linear Antenna Array 
shown in the picture below.  

x The output of each element can be controlled in amplitude and phase as indicated by 
the attenuators and phase shifters.  

x Amplitude and Phase control provide for custom shaping of the radiation pattern 
and for scanning of the pattern in space.  

x A Power Distribution Network is used to route the signal to each antenna element. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Scanned beam array block diagrams 
 

x Electronic scanning of a phased array antenna (varying the phase and amplitude of 
each element) results in a beam distortion with scan angle.  

https://www.qsl.net/va3iul/Antenna/Phased_Array_Antennas/Phased_Array_Antennas.pdf



https://www.everythingrf.com/community/what-are-sector-antennas

Sector antennas for cell phone towers

The radiation pattern is like a fan with the predominant intensity lying within     
approximately  ±60° or ±120° of the direction of maximum gain.   You can 
find sector antennas for operation anywhere from about 0.7 to 6 GHz.    

Sector antennas can be tilted toward the ground to provide maximum coverage and minimum wasted energy.   Tilting is usually 
mechanical but can also be done electrically using the phased array method.



Holmdel Horn Antenna

This might be the most famous antenna in the 
history of physics.   It's a horn-reflector antenna built in 
1959 for Bell Telephone Labs.   In 1965 Arno Penzias 
and Robert Wilson were calibrating the antenna and 
found an anomalously large amount of noise that no 
amount of cleaning and tinkering could eliminate.   
They discussed the data with Jim Peebles and Robert 
Dicke at Princeton, who explained that this noise was 
undoubtedly radiation left over from the Big Bang.   It 
was the first observation of what is now known as the 
cosmic microwave background radiation.  Since that 
time more sophisticated measurements have shown 
that this radiation has the spectrum of a black body at a 
temperature of T = 2.72548 Kelvin.  Penzias and 
Wilson's discovery revolutionized the study of 
cosmology and won them the 1978 Nobel Prize in 
Physics.  The antenna is now a historic landmark.

https://en.wikipedia.org/wiki/Holmdel_Horn_Antenna

Horns and Dishes

Horn and dish antennas are examples 
of aperture antennas.  They are highly 
directional (i.e.,  high gain) and are used in 
the microwave region.  In fact, the wider the 
horn compared to the wavelength, the 
higher the gain.   The horn on the left 
operates at 1.7 – 2.6 GHz.  The parabolic-
shaped dish operates from 3.2 – 4.2 GHz.

https://www.pasternack.com/1.7-ghz-to-2.6-
ghz-wr430-standard-gain-horn-antennas-
category.aspx

https://www.l-com.com/3300-4200-mhz-
2-foot-24-dbi-parabolic-dish-antenna-
vertical-horizontal-polarized-2-x-n-type-
female-connectors-hg3342dp-24d



Radio frequency identification (RFID)

RFID tags are everywhere - inside your credit card or automobile tires, inside your dog or cat or maybe you.  The tag acts as an identifier 
that communicates wirelessly with an RFID reader. The reader sends out a frequency modulated digital signal that is received by an antenna on 
the tag.  The tag then responds with its own modulated, radio frequency signal, thus identifying itself and often carrying other information.  The 
truly novel feature of the tag is that despite being filled with complex analog and digital electronics, it has no power source of its own.   Instead, 
it harvests energy from the electromagnetic signal sent by the reader. The lowest frequency ones, as you might find in a credit card, work 
within maybe a few cm of the reader.   Higher frequency versions can work many meters away.  

onlinelibrary.wiley.com

Think of the antennas on the reader and the tag as the primary and secondary 
of a transformer.   Communication is initiated by the reader that sends out a 
modulated radio wave that is picked up by the tag antenna.  This antenna is generally 
part of a resonant LC circuit.  The oscillations of the LC circuit are then rectified similar 
to the way they are in an ordinary power supply.   Enough power is "harvested" from 
this incoming radio wave to operate CMOS logic on the tag.  If the digital signal on the 
incoming signal is decoded by the logic circuitry, a new digital signal is sent to gate of a 
MOSFET that is part of the LC tank circuit.   As the gate voltage of the FET varies, it 
changes the impedance of the LC resonator.  This, in turn, sends a modulated signal 
back to the reader, which demodulates it into a string of 1's and 0's with the tag's 
identification and any other information it wishes to send.

Energy harvesting

Turning AC into DC to run electronics is nothing new.  We 
saw how to do that some time ago.  The difference here is
the amount of power in a typical radio wave signal, which is 
exceedingly small.     It would not be possible without CMOS
circuitry. 

(See RFID Basics: Backscatter radio links and link budgets,
Daniel Dobkin)



The 0.7 V turn-on voltage of conventional diodes present a difficulty for rectifying the small voltages coming into the tag antenna.  
CMOS can be used instead, if the threshold voltages are low enough.   In the circuit below, imagine that there is a sinewave voltage 
between ANTA and ANTB, coming from the antenna and LC tank circuit.   When ANTA is (+) and ANTB is (-) , FETS 2 and 3 are on while 1 
and 4 are off.   Current flows through the path shown by the blue arrows, charging the capacitor.  During the second half of the sinewave 
cycle, ANTA is (-) and ANTB is (+).  FETS 1 and 4 are on while FETs 2, 3 are off.  It's easy to see that current will flow through the capacitor 
in the same direction.  It's a full-wave rectifier.  The capacitor now has a DC voltage than can be used to power the logic circuitry required 
for the Tag to send back a signal to the transmitter. 

Sensors 2014, 14 14842 
 

 

CPUs and chips integrated with sensors. Meanwhile, the huge noise of the digital circuit can be 
isolated by driving the digital and analog part separately. Thus the cost of noise restriction in the AFE 
can be minimized in this way. 

Figure 1. Structure of the RF powering circuit. 
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3. Design and Implementation of RF Powering Circuit 

3.1. Rectifier Circuit 

As shown in Figure 2, a NMOS gate cross-connected bridge rectifier structure, which is usually 
used in RF transponders for its high PCE, is adopted as the rectifier circuit. 

Figure 2. NMOS gate cross-connected bridge rectifier. 
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In Figure 2, the gates of NMOS transistors MN3, MN4 are cross connected to the antennas and 
MN1, MN2 are connected as diodes. The antenna can be equivalent to an AC voltage source antV , an 
inductor ANTL  and the parasitic resistor ANTR . Resistors R1, R2 form the matching circuit, which 
matches the impedances of the antenna and the rectifier, thus ANTL  and C1 resonate and the maximum 
voltage values of ANTA and ANTB will be obtained. The impedance of R1 and R2 is obtained 
according to the input impedance of the cascading circuit to the resistors R1 and R2. 

The equivalent circuit of the NMOS gate cross-connected bridge rectifier is shown in Figure 3a. 
Resistors R1, R2 form the matching circuit, and LR  is the equivalent input impedance of the cascading 
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Abstract: A RF powering circuit used in radio-frequency identification (RFID) tags and 
other batteryless embedded devices is presented in this paper. The RF powering circuit 
harvests energy from electromagnetic waves and converts the RF energy to a stable voltage 
source. Analysis of a NMOS gate-cross connected bridge rectifier is conducted to 
demonstrate relationship between device sizes and power conversion efficiency (PCE) of 
the rectifier. A rectifier with 38.54% PCE under normal working conditions is designed. 
Moreover, a stable voltage regulator with a temperature and voltage optimizing strategy 
including adoption of a combination resistor is developed, which is able to accommodate a 
large input range of 4 V to 12 V and be immune to temperature variations. Latch-up 
prevention and noise isolation methods in layout design are also presented. Designed with 
the HJTC 0.25 ȝP� SURFHVV�� this regulator achieves 0.04 mV/°C temperature rejection  
ratio (TRR) and 2.5 mV/V voltage rejection ratio (VRR). The RF powering circuit is  
also fabricated in the HJTC 0.25 ȝP� SURFHVV�� 7KH� DUHD� RI� WKH� 5)� SRZHULQJ� FLUFXLW� LV� 
0.23 × 0.24 mm2. The RF powering circuit is successfully integrated with ISO/IEC  
15693-compatible and ISO/IEC 14443-compatible RFID tag chips. 

Keywords: batteryless embedded devices; wireless sensor network; RFID tag chip; 
rectifier; regulator 
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Figure 1 - Predication of future trend of flexible electronics (Source from IEK/ITRI) 

 
 

Table 1 - RFID system category 
 

Near-field RFID Far-field RFID 

LF HF UHF Microwave 

Frequency 30-400kHz 
125-134kHz 

3-30MHz 
13.56MHz 

433MHz 
865-965MHz 

2.45GHz 
5.8GHz 

Reading Distance Short Higher Long Long 

Data Rate Very low Low Higher Highest 

Working Mechanism Inductive Coupling Inductive Coupling Electromagnetic 
Radiation 

Electromagnetic 
Radiation 

Applications 
Animal ID, 

Car, 
Access control 

Smart labels, Contactless Card, 
Item-level tracking 

Logistics tracking, 
Supply chain, 

Moving vehicle toll, 
Asset tracking, 

 
II. Coil Antenna Design 
In general, RFID systems are composed of two parts, interrogator (reader) and transponder (tag) [2].  The reader is 
constructed of hardware circuits and coil antenna.  The tag system is constructed of tag chip and coil antenna.  The passive 
W\SH 13.560+] 5F,D V\VWHP LV FDOOHG ³SDVVLYH´ EHFDXVH WKHUH¶V QR EDWWHU\ in the tag system.  6LQFH WKHUH¶V QR SRZHU source 
on tag itself, it must be turned on by an external power source.  Figure 2 shows the power transfer mechanism in a 13.56MHz 
RFID system.  The left side of Figure 2 is the RFID reader, Ri represents the source resistance and Cr represents the resonant 
capacitor inside RFID reader.  And   the right side of Figure 2 is the tag system, Cr represents the resonant capacitor inside 
tag chip and Cp represents parasitic capacitor of the tag coil antenna.  The main power transfer mechanism between reader 
and tag relies on inductive coupling.  As you can see in Figure 2, the reader transmits power in the form of magnetic field. 
And when the magnetic field produced by coil antenna of reader passes through the coil antenna of tag, it induces a potential 
voltage between two connection points of the tag coil antenna.  This induced potential voltage can be used to turn on the tag 
chip after being rectified by the internal rectifier circuit of the tag chip.  As shown in Figure 2, the coil antenna and the 
internal capacitor of the tag chip Cr constitute a parallel resonant circuit.  This resonant circuit resonates at 13.56MHz which 
is the operating frequency of RFID system.  Therefore the tag chip can get maximum input voltage through this parallel 
resonant circuit.  According to equation (2.1), the resonant frequency of this parallel resonant circuit can be decided by the 
inductance of tag coil antenna and the capacitance of capacitor Cr inside of the tag.  Then formula (2.1) can be transformed 
into equation (2.2).  Therefore the inductance of coil antenna can be calculated easily. 
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RFID tags are used over a wide 
range of frequencies.  In the near-
field, the wireless communication 
is through transformer coupling.  In 
the far-field, the tag sends and 
receives ordinary plane waves. 



Hertzian dipole radiator

Antennas are ubiquitous in modern life but the electromagnetic radiation we mostly experience doesn't come from radio stations or 
cell phone towers (well, maybe it does these days) but from atoms and molecules giving off visible light.  But an atom is not a classical object 
and there is no obvious current generator driving the charge back and forth.   In order to make a plausible connection to the quantum theory 
of radiation we'll first go back and rework the classical theory of radiation for a very small antenna whose size d << 𝜆 where 𝜆 is the 
wavelength of emitted light.   This is generally called a Hertzian dipole radiator.  It contrasts with the hlaf-wave antenna for which 𝑑 = ⁄𝜆 2 .   
The inequality d << 𝜆 if certainly well-satisfied for atoms, in which d < 1 nm and the shortest wavelength for visible light is 380 nm. 

Imagine a charge 𝑞 𝑡 = 𝑄 sin𝜔𝑡 that sloshes back and forth from z = d/2 to z = –d/2.  This amounts to a time-varying dipole moment 
given by p 𝑡 = 𝑑 m 𝑞 𝑡 = 𝑄𝑑 sin𝜔𝑡 = 𝑝! sin𝜔𝑡 .   The geometry is similar to the half-wave antenna but this dipole is so small that the 
current along z can be considered constant.   The exact solution still has the same form as before:

𝑞(𝑡)

−𝑞(𝑡)

d

𝐴 𝑟, 𝑡

𝜃

z

𝑟

𝐴 𝑟, 𝑡 =
𝜇!
4𝜋 L

𝐽 𝑟" 𝑒$%& ' $ )⃗$)⃗"
*

𝑟 − 𝑟′ 𝑑𝑟"

The charge sloshing back and forth corresponds to a current ⁄𝐼 = 𝑑𝑞 𝑑𝑡 and a current 
density along the z-axis,

𝐽 𝑟 , 𝑡 = 𝐼 𝑡 𝛿 𝑥 𝛿 𝑦 𝑧̂ =
𝑑𝑞
𝑑𝑡

𝛿 𝑥 𝛿 𝑦 𝑧̂ = 𝑄𝜔 𝑐𝑜𝑠𝜔𝑡 𝛿 𝑥 𝛿 𝑦 𝑧̂

which is similar to the expression for the current density of the half-wave antenna.  However, we no 
longer have the cos 𝑘𝑧′ factor and we've replaced 𝐼! by 𝑄𝜔 .    Making those simplifications,  the vector 
potential for the Hertzian dipole radiator is now,

𝐴?%<#67 𝑟, 𝑡 ≈ 𝑅𝑒
𝜇!𝜔𝑄 𝑒

$%& '$)*

4𝜋𝑟
L

$3/+

3/+

𝑒$%,-! ./0 1 𝑑𝑧" 𝑧̂

Since we're assuming d << 𝜆 then 𝑘𝑧" ≪ 1 since z' in the integral never gets larger than d/2.   Therefore we can replace the 
exponential inside the integral by 1.   Writing the time derivative of the dipole moment as  𝑝̇ = 𝜔𝑑𝑄 𝑐𝑜𝑠 𝜔𝑡 the vector potential is given by, 
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where p0 = Qd.  For the Hertzian dipole the angular dependence of the radiation is simply 𝑠𝑖𝑛+ 𝜃 .  Although this is an entirely different function 
from the one derived for the half-wave antenna, the two radiation patterns actually look very similar.  Both have a donut shape with a maximum 
in the 𝜃 = 90° direction.   The maximum gain for the Hertzian dipole is 3/2. 

Hertzian dipole

z axis

𝜃

𝑓 𝜃

Antenna

Half-wave antenna

𝐴 𝑟, 𝑡 =
𝜇!
4𝜋𝑟

𝑝̇ 𝑡 −
𝑟
𝑐
𝑧̂

Next, use 𝐵 = 𝑐𝑢𝑟𝑙 𝐴. Since  p is evaluated at the retarded time, its argument includes r. Therefore, when taking the curl operation,  the 
chain rule gives terms that depend on 𝑝̈ , the second time derivative.  As before, we care only about the radiation fields, which are the terms 
that at vary as 1/r.   And in the radiation zone, 𝐸)23 = 𝑐𝐵)23 𝑥 𝑟̂. Putting it all together we obtain the time-averaged Poynting vector, 

The approximation we made to simplify the integral was,

𝑒/067! 89: ; ≈ 1 𝜆 ≪ 𝑚𝑎𝑥 𝑧′

This is generally called dipole approximation.   Including higher order terms in the Taylor expansion is necessary for shorter wavelength 
radiation.   We've introduced the Hertzian dipole radiator to motivate a brief discussion of radiation from atoms and molecules.



Radiation from quantum systems

Consider an atom sitting out in free space in a quantum state n = 2 with energy E2 .  It can spontaneously jump to a state n = 1 with 
energy E1 and emit a photon whose frequency f obeys hf = E2 – E1 where h = 6.626 x 10-24 Joule-sec is Planck's constant.   We've shown that the 
power radiated by a classical dipole is determined by the frequency and the dipole moment.  The quantum mechanical equivalent is obtained by 
first thinking of the classical expression for the dipole moment of of a charge distribution,

𝑝⃗ = L𝑟 𝜌 𝑟 𝑑𝑟

where 𝜌 𝑟 is the charge density at point 𝑟.   You might think to replace 𝑝⃗ by its quantum mechanical expectation value where the charge 
density is replaced by 𝑒 𝜓 𝑟 + which is the probability of finding an electron with wavefunction 𝜓 at point 𝑟 times its charge,

https://astronomy.swin.edu.au/cosmos/e/emission+line

𝑝 = L𝑒 𝜓 𝑟 + 𝑟 𝑑𝑟

However this quantity is zero for atomic states like 1s, 2s, 2p, etc. since they 
have definite parity.  But since we know that the radiation comes from 
transitions between atomic states, the relevant quantity for quantum 
radiation is the dipole moment operator between the initial and final 
quantum states, 

𝑝⃗;+ = ∫𝑒 𝜓5%C26∗ 𝑟 𝜓%C%'%26𝑑𝑟

For example, the initial state might be a 2p and the final state would be 1s. 
The probability per unit time for an atom in an initial excited state to decay 
to a lower energy final state and emit a photon is given by, 

𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠
𝑠𝑒𝑐

∝ 𝐸%C%'%26 − 𝐸5%C26
E 𝑝⃗;+ + ∝ 𝜔E 𝑝⃗;+ +

This process is called spontaneous emission (to be distinguished from stimulated emission that occurs when we excite the atom with 
other photons.)  The radiated power will be the rate of spontaneous emission times the energy of the emitted photon ℏ𝜔 so, like the classical 
dipole radiator, the emitted power varies as 𝜔B 𝑝⃗;+ + . In classical radiation there is some "generator" that drives current back and forth on 
the antenna.   In quantum mechanics the generator ultimately comes from quantum fluctuations of the electromagnetic field.   Even with no 
applied fields ( 𝐸 , 𝐵 = 0 ) quantum mechanics tells us that the ground state of the electromagnetic field has 𝐸+ , 𝐵+ ≠ 0. The situation 
is analogous to a quantum harmonic oscillator in its ground state where position and momentum obey 𝑥 , 𝑝 = 0 but 𝑥+ , 𝑝+ ≠ 0 . 
The quantum theory of the electromagnetic field is a fascinating subject but beyond the scope of these lectures. 



https://www.thphys.uni-heidelberg.de/~wolschin/eds14_3s.pdf
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Cherenkov radiation

Cherenkov radiation was first observed by Marie Curie more than a century ago and later explained by Cherenkov, Frank and Tamm. It 
involves the electromagnetic radiation by a medium as a charged particle passes through it very rapidly.   The kinematic features are like the 
sonic boom from an airplane travelling faster than the speed of sound.   In the figure below, imagine an airplane is travelling at a speed v < cS , 
the speed of sound.  Then sound waves emitted from the tip lead to spherical wavefronts expanding out from successive locations of airplane.  
None of the wavefronts cross each other so there is no interference between them.   (An observer standing in front of the oncoming plane will 
hear a higher frequency than one to the left.  That's the familiar Doppler effect.  But now look at the right-hand figure.  Since v > cS the plane 
moves faster than the wavefronts.   Then the expanding wavefronts do cross each other so there is constructive interference.    This leads to a 
wedge-shaped front which is a sonic boom.  

Now replace the airplane by a charged particle and the sound waves by light 
waves travelling through a material whose index of refraction is n.  The phase velocity 
of light in the material is c/n < c.   Think of the particle's electric field exciting atomic 
dipoles in the material as it moves along.   These excited dipoles radiate out the waves 
shown.   If v > c/n then waves emitted from successive locations of the particle can 
interfere constructively and the resulting "shockwave" is Cherenkov radiation.  

The lower figure shows the geometry.  In a time ∆𝑡, light emitted at point A 
travels out to point B.  By that time the particle has moved a distance v ∆𝑡 to point C. 
Dipoles at C are just beginning to emit radiation.  So the shock wavefront extends along 
the line starting at C and extending back through B, defining a cone of radiation with an 
angle 𝜃 satisfying, 

cos 𝜃 =
⁄𝑐 𝑛
𝑣

https://casper.astro.berkeley.edu/astrobaki/index.php/Cherenkov Radiation

The Cherenkov wavefronts propagate at 𝜃
relative to the direction of the particle, defining a 
cone of radiation.  (The thick arrows normal to the 
shock wavefront define the direction of emitted 
photons.)  For the Cerenkov process to occur we 
must have 𝑣 > ⁄𝑐 𝑛 and this in turn sets a lower 
limit for the energy of the charged particle.   We'll 
leave it as an exercise to show that an electron 
moving through water (n = 1.333) must have a 
minimum kinetic energy of 263 keV in order to
emit Cerenkov radiation.   



Cherenkov radiation requires charged particles moving at close to the speed of light.   For example, in a nuclear reactor the fuel rods 
are constantly undergoing nuclear disintegrations that emit high energy electrons (𝛽 particles).   The rods are surrounded by cooling water
so the electrons generate Cherenkov radiation whose predominant visible component is blue.

Why blue?  We need to look more closely at the theory, which which is spelled 
out in, for example,  J.D. Jackson, Classical Electrodynamics. The power radiated in 
a small frequency range from 𝜔 to 𝜔 + 𝑑ω is given by

𝑑𝑃 𝜔 = 𝑣
𝑞
𝑐

+
1 −

1
𝛽+𝑛 𝜔 + 𝜔 𝑑𝜔 𝑣 >

𝑐
𝑛 𝜔

where q is the charge of the moving particle.   In general, the index of refraction n
depends on frequency so there can be frequencies where v < c/𝑛 𝜔 (no 
radiation) and frequencies where v > c/𝑛 𝜔 (radiation).   The frequency 
dependence of the emitted power leads to more radiation at higher frequencies, 
so the visible component of Cherenkov radiation is blue.

Another example is atmospheric Cherenkov radiation, caused by cosmic rays.  
These are very high energy particles that enter the upper atmosphere, break up atoms 
and generate cascades of charged particles moving at very high speeds.  These particles 
then generate Cherenkov radiation as they pass through the atmosphere.  Very high up 
the air is thin so the index of refraction n is close to 1 and the angle of the Cherenkov 
cone is small.   Closer to the earth the atmosphere is denser, n is larger so the Cerenkov 
angle is larger.   Cones from radiation generating at varying altitudes overlap as shown in 
the figure.  Atmospheric Cherenkov light was first identified in the 1940's.   More 
recently, attention has been focused on detecting very high energy gamma ray photons 
that travel in a straight line from some interesting object out in space.  These photons 
have energies exceeding 0.1 TeV and are rare but they produce charged particle cascades 
that in turn generate Cherenkov radiation.    By detecting the occasional bursts of 
Cherenkov radiation with an array of telescopes it's possible to distinguish these special 
gamma rays from the general background of atmospheric Cherenkov radiation.  https://www.mpi-

hd.mpg.de/hfm/CosmicRay/ChLight/Cherenkov.html



Cherenkov radiation has also been used to image cancer cells.  The 
tumor is injected with radioactive nuclei which decay and emit very fast 
electrons or positrons which then move through the surrounding medium 
(mostly water) and generate Cherenkov radiation.  The image on the left is 
from a mouse whose tumor was injected with radioactive 18F.  

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3477724/

Particle physics makes extensive use of Cherenkov radiation to measure the speed of particles emitted from high energy collisions.  
The detector shown below gives the general idea.  Fast particles enter a chamber filled with some dielectric, often a gas.  The dashed lines 
indicate the Cerenkov cones around each particle beam direction.  Cherenkov photons are reflected from the mirror and captured by the 
photomultiplier.  Cherenkov photons generated by slower particles are emitted with larger angles than those shown and would not make 
it to the photomultiplier to be collected.    The device therefore functions as a threshold detector, determining if the particle velocity is 
above or below some specified value determined by the geometry and the index of refraction of the medium. 

https://link.springer.com/chapter/10.1007/978-3-030-35318-6_7


